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ABSTRACT Objective: The reliability of the hypothesis tests to be performed using variance 
analysis depends on the holding of the assumptions. In the analysis of variance, the sensitivity of 
the results obtained for the test statistic is most influenced by the heterogeneity of the variances. 
In this study, it is aimed to compare the variance homogeneity tests widely used in different 
literature for different distributions in terms of type-I error level and power. Material and 
Methods: 1000 repetitive simulations were performed for the Levene median, Levene mean, 
Levene trimmed mean, bootstrap Levene median, Bartlett and Cochran tests. Four cases where 
the sample sizes are equal were taken as �� = �� = �� = 15;	�� = �� = �� = 30;	�� = �� = �� =
45;	�� = �� = �� = 100 and the two cases where the sample sizes are not equal were taken as 
�� = 15, �� = 30, �� = 45;	�� = 15, �� = 30, �� = 100. For different distributions, the data were 
generated by taking into account the skewness and kurtosis coefficients. For power, the variance 
ratios of 1: 1: 2, 1: 2: 4, 1: 2: 2 and 1: 4: 4 were taken and different variances were corresponded to 
different sample sizes. Results: In terms of type-I error rates, the bootstrap Levene median test 
gave the best result for all distributions. For power; if the sample sizes were equal, for medium 
and large sample sizes bootstrap Levene median and Levene median tests gave the best results. For 
large sample sizes Bartlett test gave similar results to these two tests. Conclusion: It was seen that, 
while the performances of the tests were affected from the distribution, the best result against the 
deviations from normality was obtained for the bootstrap Levene median test and the 
performance of the tests was affected from the variance-sample size combination. 
 
Keywords: Power (psychology); analysis of variance; simulation   
 
 

ÖZET Amaç: Varyans analizi kullanılarak yapılacak olan hipotez testlerinin güvenilirliği, 
varsayımlarının sağlanmış olmasına bağlıdır. Varyans analizinde test istatistiği için elde edilen 
sonuçların duyarlılığı en çok varyansların heterojenliğinden etkilenmektedir. Bu çalışmada, farklı 
örneklem büyüklüklerinde, farklı dağılımlar için literatürde yaygın olarak kullanılan varyans 
homojenite testlerinin tip-I hata düzeyi ve güç bakımından karşılaştırılması amaçlanmıştır. Gereç ve 
Yöntemler: Levene medyan, Levene ortalama, Levene budanmış ortalama, bootstrap Levene medyan, 
Bartlett ve Cochran testleri için 1000 tekrarlı simülasyon çalışması gerçekleştirilmiştir. Örneklem 
büyüklüklerinin eşit olduğu dört durum �� = �� = �� = 15;	�� = �� = �� = 30;	�� = �� = �� =
45;	�� = �� = �� = 100 ve örneklem büyüklüklerinin eşit olmadığı iki durum �� = 15, �� =
30, �� = 45;	�� = 15, �� = 30, �� = 100 olarak alınmıştır. Farklı dağılımlar için çarpıklık ve basıklık 
katsayıları dikkate alınarak veriler türetilmiştir. Güç için, 1:1:2, 1:2:4, 1:2:2 ve 1:4:4 varyans oranları, 
farklı örneklem büyüklüklerine farklı varyans oranları denk gelecek şekilde alınmıştır. Bulgular: Tip-I 
hata oranları açısından, bootstrap Levene medyan testi tüm dağılımlar için en iyi sonucu vermiştir. Güç 
için; örneklem büyüklüklerinin eşit olması durumunda,  orta ve yüksek örneklem büyüklüklerinde 
bootstrap Levene medyan ve Levene medyan testleri en iyi sonuçları vermiştir. Yüksek örneklem 
büyüklüklerinde Bartlett testi de bu iki teste benzer sonuçlar vermiştir. Sonuç: Test performanlarının 
dağılım yapısından etkilendiği görülmekle birlikte normallikten sapmalara karşı en iyi sonucun 
bootstrap Levene medyan testi için elde edildiği ve testlerin performansının varyans-örneklem 
büyüklüğü kombinasyonundan etkilendiği görülmüştür. 
 
Anahtar Kelimeler: Güç (psikoloji); varyans (sapma) analizi; simülasyon    
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hanks to the developments in technology and computer software, complex statistical methods have 

recently been developed for solving various problems encountered in practice, yet analysis of 

variance (ANOVA) is still one of the most widely used statistical methods in the literature.1 One of 

the tests which can be used to compare more than two groups is the one-way analysis of variance test.2  

The reliability of the hypothesis tests to be conducted by means of analysis of variance depends on whether 

the assumptions have been verified or not. These assumptions may be listed as normal distribution, 

homogeneity of variances, independence of observations and addibility of effects. When one or more of these 

assumptions is not verified, then both the significance level of the test and the sensitivity of the test statistics 

may be affected.3,4 In cases where the data do not show normal distribution, then the data may be brought to 

a state of more normal distribution by means of the Box-Cox transformation methods.5 In analysis of 

variance, the sensitivity of the results obtained for the test statistics is most affected by heterogeneity of the 

variances. If the assumption of variance homogeneity, is not met, then particularly for different sample sizes, 

interpretations to be made about means may be misleading and undesired results in type-I error rates may be 

observed.6 Moreover, homogeneity of the variances is also tested before statistical analyses such as dose-

response studies and linear-discriminant analyses are carried out.7   

In the existing literature, various procedures have been proposed for testing homogeneity of variances, 

based on kurtosis adjustment, analysis of variance of mean and median absolute deviation, and 

resampling techniques such as bootstrapping.8-13 

The aim of this study is to compare Levene’s test, Bartlett’s test, Cochran’s test and the bootstrap version 

of Levene’s test, which are mean- and median-based tests widely used in the literature, for different 

sample sizes, different distributions and changes in parameter values of distributions in themselves, with 

regard to type-I errors and powers. 

    MATERIAL AND METHODS 

GENERAL DESCRIPTION 

Where k is the number of samples, the hypotheses for homogeneity of variance tests are as follows: 

��: ��� = ��� = ⋯ = ���	 
��:	At	least	one	���	value	is	different	from	the	others	(&: 1, 2,… , k)  
HOMOGENEITY OF VARIANCE TESTS AND THEIR CALCULATIONS USED IN RESEARCH 

Levene’s Test 

It is first proposed by Levene, by carrying out variance homogeneity test, to the values obtained by 

taking the absolute values of the differences of each measurement value from its own group mean.14 

During the following years, various modifications to the test were carried out in order to improve its 

robustness and power vis-a-vis normality. Brown Forsythe proposed the use of median instead of mean 

in the Levene method,4 while Fligner and Killeen suggested using the trimmed mean method.15 

Where 

N: Total number of sample  

k: Number of groups 

��: Number of samples for the i-th group,  

T 
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the Levene test statistics for the measurement value +�,  of the j-th sample in the i-th group are as 

follows:16 

- = (./�)(∑ 12(32/3)45267
(�/�)∑ ∑ (328/32)492

867
5267

                 (1) 

The :�, value used in the test calculations is calculated in three different ways, namely: 

1. :�, = |+�, − +�| ,  +� : mean of the i-th group                                                                              (2) 

2. :�, = |+�, − +=>| ,  +=> : median of the i-th group                                                                            (3) 

3. :�, = |+�, − +� 	′| ,  +� 	′: d% trimmed mean of the i-th group                (4) 

In Equation-1: 

:̅:	the	general	mean	of	the	:�, 	values 
:=A : the	mean	of	the	ZCD	values	in	the	ith	group 

The test statistic value found is compared with the value in the F-table with the “k-1” and “N-k” degrees 

of freedom in F significance level. The trimmed mean value is calculated from the arithmetic mean 

remaining after the d-percent part of the lowest and highest values in the series is removed. Removing 

the end values ensures that better estimates are made, especially with populations that do not conform 

to normal distribution.17  

Bartlett’s Test 

Bartlett’s test allows you to compare the variance of two or more samples to determine whether they are 

drawn from populations with equal variance. It is suitable for normally distributed data. The test has the 

null hypothesis that the variances are equal and the alterntive hypothesis that they are not equal.18 

Bartlett's test is sensitive to departures from normality. The test statistic is calculated as follows:19 

G�� = 2.3026 J
K 	             (5) 

In Equation 5: 

L = (M − N)log��OP� −∑ (�� − 1)log��O����Q�              (6) 

R = 1 + �
�(�/�) T∑ (�� − 1)/� − (M − N)/���Q� U             (7) 

OP� = ∑ (12/�)V245267
./�              (8) 

In Equation 8: 

2.3026 : Fixed value 

��:	 Sample size of i-th group 

O�� : Variance of i-th group 

N: Total number of sample  TM = ∑ ����Q� U 
k: Number of groups  

OP�: Common variance 

The test statistic value found is compared with the G� table with “k-1” degrees of freedom. 
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Cochran’s C Test 

Another test used to test homogeneity of variance is Cochran’s C test. This test whether the largest 

variance in the group is larger than the others. The test statistic is calculated as follows:20 

X� = YZ[	\]^_[`Y	V24
∑ V245267

                  (9) 

O��: i-th group variance (i=1,…,k) 

N	: Number of groups 

Critical calculations of value for Cochran’s test are made as follows: 

X(F, �,M)� = a1 + ./�
bc(de,(1/�),(./�)(1/�))

f
/�

 (i: 1,2,...k)           (10) 

Where: 

F: Significance level 

�:	 Number of sample having the largest variance 

Fc: F table value  

and X(F, �, M) value is calculated separately for each group and it is examined whether the groups are 

different from the group having the largest variance.  

The Bootstrap Version of Levene’s Median Test 

The basis of the bootstrap method relies on the resampling of the original data. By this method, the data 

are retrieved by sampling with the desired amount and the operations to be applied are reapplied for 

each new sample. With the bootstrap method, standard error estimates can be made in a more robust 

manner and confidence intervals of population parameters can be estimated.21   

The steps for the bootstrap version of Levene’s median test are as follows: 

i. The Levene test statistic is calculated for the observed data set. 

ii. It is taken that R=0. 

iii. The :�, = |+�, − +=>|   values are calculated (+=> :median of the i-th group (j=1,…, ��; i=1,…,k ). 

iv. B bootstrap samples are created by drawing g�, ∗ values from the sample of g�, values with 

replacement. 

v. B number of new Levene test statistics (i∗) are calculated by using the :�,* values for each of the B 

bootstrap samples. If i∗ > i,  R is increased by one.  

vi. Steps i-v are repeated A times (A is the repeat number in the simulation). 

vii. The bootstrap p value is calculated as R/A. If the R/A value is below the significance level F, the 

��	hypothesis is rejected. 

SIMULATION STUDY 

The simulation study was carried for three groups, and 1000 repetitions were made. The simulations 

were performed by using the “car 2.1-4”, outliers 0.14” and “lawstat 3.1” packages on the R-3.2.5 

software.22-24 
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For determining type-I error rates in the case of constant variance, data were created for different 

distributions and different sample sizes. The four situations in the groups where the sample sizes were 

equal were taken as �� = �� = �� = 15;	�� = �� = �� = 30;	�� = �� = �� = 45;	�� = �� = �� = 100, 

and the two situations in the groups where the sample sizes were not equal were taken as �� = 15, �� =
30, �� = 45;	�� = 15, �� = 30, �� = 100. When determining the distributions, skewness and kurtosis 

coefficients were taken into consideration. For symmetric distributions, standard normal distribution 

which has a skewness and kurtosis coefficients equal to 0; uniform distribution (k ∼ m = 0, n = 1) 
which is symmetric but platykurtic; t-distribution with 6 degree of freedom which is symmetric but 

leptokurtic were considered. For asymmetric distributions; gamma distribution with shape parameter 4 

(k=4) and scale parameter 1 (b=1) and chi-squared distribution 1 degree of freedom, which has larger 

skewness and kurtosis coefficient than the gamma, were considered. α was taken as 0.05. The number of 

repetition was taken 1000. The type-I error is calculated as in equation 11.11,25 

iopg	q	rssts = YZ[	1uvw[^	xy		z{	�`	^[,[KY�x1	|Z[1	z{	�`	Y^u[
YZ[	1uvw[^	xy	^[P[Y�Y�x1                         (11) 

The simulation scenario for the calculation of type-I error rates is given in Table 1. 

 

TABLE 1. Simulation scenario for calculation of Type-I error rates. 

Distributions Sample Size (ni) 
Variance Rates 

}~�:	}��: }�� 
Tests Number of Repetition Eventuation 

Normal Distribution 
Gamma Distribution 
T Distribution 
Uniform Distribution 
Chi-Square Distribution  
Beta Distribution 

15, 15, 15 

1:1:1 

Levene’s Median Test 
Levene’s Mean Test 
Levene’ Trimmed Mean Test 
Bartlett Test 
Cochran Test 
Bootstrap Levene’s Median Test 

 
 
 

1000 
 

T: Number of Repetition 
 
R: The number of test 
that p<0.05 (R/T) 

30, 30, 30 

45, 45, 45 

100, 100,100 

15, 30, 45 

45, 30, 15 

15, 30,100 

100, 30,15 

 

For power calculations in the case of non-constant variance, data were created for different distributions 

and different sample sizes. The four situations in the groups where the sample numbers were equal were 

taken as �� = �� = �� = 15;	�� = �� = �� = 30;	�� = �� = �� = 45;	�� = �� = �� = 100, and the 

two situations in the groups where the sample numbers were not equal were taken as �� = 15, �� =
30, �� = 45;	�� = 15, �� = 30, �� = 100. Three same distributions were used as in the type-I error 

scenario. However different parameter values were determined to change the variance value. Variance 

rates were taken as 1:1:2, 1:2:4, 1:2:2 and 1:4:4. Different sample sizes were corresponded to different 

variance rates (small sample size-small variance rate and large sample size-small variance rate). The 

power calculated as in equation 12.25,26 

pt�gs = YZ[	1uvw[^	xy	z{y]�\[�	Yx	^[,[KY	|Z[1	z{	�`	Y^u[
YZ[	1uvw[^	xy	^[P[Y�Y�x1                         (12) 

The Simulation Scenario for the power calculations is given in Table 2.  
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TABLE 2. Simulation scenario for power calculations. 

Distributions Sample Size (ni) Variance Rates }~�:	}��: }�� Tests Number of Repetition Eventuation 

Normal Distribution 
Gamma Distribution 
T Distribution 
Uniform Distribution 
Chi-Square Distribution  
Beta Distribution 

15, 15, 15 
30, 30, 30 
45, 45, 45 

100,100,100 

1:1:2 
1:2:4 
1:2:2 
1:4:4 

Levene’s Median Test 
Levene’s Mean Test 
Levene’ Trimmed Mean Test 
Bartlett Test 
Cochran Test 
Bootstrap Levene’s Median Test 
 

 
 
 
 
 
 
 
 

1000 
 

T: Number of Test 
R: The number of result of 
test that p<0.05 
 
R/T 

15, 30, 45 
15,30,100 

1:1:2 
1:2:1 
2:1:1 
1:2:4 
2:1:4 
1:4:2 
2:4:1 
4:1:2 
4:2:1 
2:2:1 
2:1:2 
1:2:2 
4:4:1 
4:1:4 
1:4:4 

 

    RESULTS 

EXAMINATION OF TYPE-I ERROR RATES IN THE TESTS 

The type-I error rates obtained for data generated from different distributions are given in Table 3. 

Table 3. Calculation of Type-I Error Rates. 
Normal Distribution (� = �, }� = ~) 

Sample Size  (ni) Variance Rates (σ2) Levene’s Median Test Levene’s Mean Test Levene Trimmed Mean Test Bartlett Test Cochran Test Bootstrap Levene’s Median Test 
15, 15, 15 1:1:1 0.028 0.055 0.020 0.057 0.062 0.057 
30, 30, 30 1:1:1 0.023 0.039 0.022 0.049 0.042 0.059 
45, 45, 45 1:1:1 0.031 0.044 0.028 0.042 0.036 0.061 
100,100,100 1:1:1 0.043 0.046 0.049 0.062 0.063 0.050 
15, 30, 45 1:1:1 0.027 0.035 0.027 0.044 0.078 0.043 
15,30,100 1:1:1 0.051 0.056 0.047 0.044 0.153 0.050 
Uniform Distribution (a=0, b=1) 

Sample Size  (ni) Variance Rates (σ2) Levene’s Median Test Levene’s Mean Test Levene Trimmed Mean Test Bartlett Test Cochran Test Bootstrap Levene’s Median Test 
15, 15, 15 1:1:1 0.012 0.049 0.013 0.000 0.000 0.041 
30, 30, 30 1:1:1 0.030 0.054 0.030 0.002 0.001 0.044 
45, 45, 45 1:1:1 0.031 0.049 0.030 0.000 0.002 0.051 
100,100,100 1:1:1 0.045 0.044 0.036 0.000 0.002 0.044 
15, 30, 45 1:1:1 0.028 0.035 0.045 0.000 0.004 0.048 
15,30,100 1:1:1 0.046 0.038 0.040 0.002 0.017 0.056 
T Distribution (� = �) 

Sample Size  (ni) Variance Rates (σ2) Levene’s Median Test Levene’s Mean Test Levene Trimmed Mean Test Bartlett Test Cochran Test Bootstrap Levene’s Median Test 
15, 15, 15 1:1:1 0.035 0.067 0.034 0.176 0.165 0.034 
30, 30, 30 1:1:1 0.031 0.047 0.032 0.178 0.163 0.040 
45, 45, 45 1:1:1 0.038 0.048 0.038 0.184 0.180 0.061 
100,100,100 1:1:1 0.058 0.065 0.051 0.239 0.213 0.056 
45, 30, 15 1:1:1 0.042 0.058 0.032 0.169 0.222 0.048 
15,30,100 1:1:1 0.044 0.047 0.043 0.184 0.306 0.050 
Gamma Distribution (k=4, b=1) 

Sample Size  (ni) Variance Rates (σ2) Levene’s Median Test Levene’s Mean Test Levene Trimmed Mean Test Bartlett Test Cochran Test Bootstrap Levene’s Median Test 
15, 15, 15 1:1:1 0.035 0.210 0.068 0.358 0.315 0.075 
30, 30, 30 1:1:1 0.033 0.205 0.096 0.430 0.366 0.074 
45, 45, 45 1:1:1 0.050 0.181 0.106 0.393 0.343 0.046 
100,100,100 1:1:1 0.054 0.183 0.141 0.445 0.402 0.058 
15, 30, 45 1:1:1 0.053 0.174 0.091 0.384 0.398 0.051 
15,30,100 1:1:1 0.040 0.171 0.089 0.394 0.521 0.045 
Chi-Square Distribution (� = ~) 

Sample Size  (ni) Variance Rates (σ2) Levene’s Median Test Levene’s Mean Test Levene Trimmed Mean Test Bartlett Test Cochran Test Bootstrap Levene’s Median Test 
15, 15, 15 1:1:1 0.035 0.287 0.100 0.527 0.445 0.034 
30, 30, 30 1:1:1 0.031 0.252 0.192 0.563 0.493 0.039 
45, 45, 45 1:1:1 0.053 0.290 0.239 0.596 0.535 0.053 
100,100,100 1:1:1 0.052 0.263 0.290 0.634 0.568 0.054 
15, 30, 45 1:1:1 0.040 0.240 0.177 0.536 0.526 0.059 
15,30,100 1:1:1 0.052 0.244 0.193 0.589 0.652 0.060 
F	 has been set to 0.05. 
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EXAMINATION OF POWER OF THE TESTS 

The power obtained for data generated from different distributions are given in Table 4-8. 

 

TABLE 4. Calculation of power for normal distribution. 

Normal Distribution 

Sample Size  (ni) Variance Rates (σ2) 
Levene’s Median 

Test 

Levene’s Mean 

Test 

Levene Trimmed 

Mean Test 
Bartlett Test Cochran Test 

Bootstrap Levene’s 

Median Test 

15:15:15 1:1:2 0.602 0.699 0.510 0.760 0.613 0.634 
1:2:4 0.947 0.976 0.913 0.999 0.960 0.940 
1:2:2 0.425 0.562 0.403 0.697 0.301 0.491 
1:4:4 0.973 0.988 0.961 0.999 0.559 0.945 

30:30:30 1:1:2 0.922 0.935 0.891 0.972 0.982 0.938 
1:2:4 1.000 1.000 1.000 1.000 1.000 1.000 
1:2:2 0.918 0.935 0.898 0.973 0.557 0.907 
1:4:4 1.000 1.000 1.000 1.000 1.000 1.000 

45:45:45 1:1:2 0.992 0.994 0.985 0.998 0.998 0.993 
1:2:4 1.000 1.000 1.000 1.000 1.000 1.000 
1:2:2 0.987 0.991 0.982 0.996 0.789 0.990 
1:4:4 1.000 1.000 1.000 1.000 1.000 1.000 

100:100:100  1:1:2 1.000 1.000 1.000 1.000 1.000 1.000 
1:2:4 1.000 1.000 1.000 1.000 1.000 1.000 
1:2:2 1.000 1.000 1.000 1.000 1.000 1.000 
1:4:4 1.000 1.000 1.000 1.000 1.000 1.000 

15:30:45 1:1:2 0.955 0.969 0.927 0.986 0.990 0.948 
1:2:1 0.946 0.963 0.905 0.981 0.983 0.934 
2:1:1 0.780 0.831 0.687 0.868 0.949 0.812 
1:2:4 1.000 1.000 1.000 1.000 1.000 1.000 
2:1:4 1.000 1.000 1.000 1.000 1.000 1.000 
1:4:2 0.999 0.999 0.998 1.000 0.999 0.993 
2:4:1 0.900 1.000 1.000 1.000 1.000 1.000 
4:1:2 0.998 0.999 0.994 1.000 0.991 0.999 
4:2:1 0.997 0.999 0.997 1.000 0.997 0.999 
2:2:1 0.628 0.683 0.649 0.799 0.536 0.630 
2:1:2 0.829 0.841 0.799 0.868 0.627 0.809 
1:2:2 0.928 0.983 0.949 0.799 0.936 0.930 
4:4:1 0.946 1.000 1.000 1.000 0.944 1.000 
4:1:4 1.000 1.000 1.000 1.000 0.940 1.000 
1:4:4 1.000 1.000 0.999 1.000 0.922 0.996 

15:30:100 1:1:2 0.991 0.993 0.992 1.000 1.000 0.989 
1:2:1 0.976 0.982 0.962 0.987 0.995 0.981 
2:1:1 0.831 0.869 0.744 0.872 0.970 0.862 
1:2:4 1.000 1.000 1.000 1.000 1.000 1.000 
2:1:4 1.000 1.000 1.000 1.000 1.000 1.000 
1:4:2 1.000 1.000 0.998 1.000 1.000 1.000 
2:4:1 0,998 1.000 1.000 1.000 1.000 1.000 
4:1:2 0.998 0.998 0.997 1.000 0.998 0.998 
4:2:1 0,999 0,998 0,997 0,997 0,998 0,999 
2:2:1 0.694 0.609 0.702 0.641 0.742 0.676 
2:1:2 0.965 0.963 0.950 0.990 0.880 0.951 
1:2:2 0.967 0.969 0.959 0.992 0.885 0.959 
4:4:1 0,998 0,989 0,991 0,997 0,996 0,999 
4:1:4 1.000 1.000 1.000 1.000 1.000 1.000 
1:4:4 1.000 1.000 1.000 1.000 1.000 0.999 

 

The power of test is the probability of rejecting null hypothesis when it is false. The maximum total power of the test is 1; the minimum is 0. 
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TABLE 5. Calculation of power for uniform distribution. 

Uniform Distribution 

Sample Size  (ni) Variance Rates (σ2) 
Levene’s Median 

Test 
Levene’s Mean Test 

Levene Trimmed Mean 

Test 
Bartlett Test Cochran Test 

Bootstrap Levene’s 

Median Test 

15:15:15 1:1:2 0.186 0.329 0.190 0.109 0.205 0.277 
1:2:4 0.541 0.704 0.515 0.589 0.550 0.644 
1:2:2 0.140 0.286 0.140 0.081 0.035 0.224 
1:4:4 0.140 0.286 0.140 0.081 0.035 0.738 

30:30:30 1:1:2 0.546 0.636 0.614 0.412 0.583 0.606 
1:2:4 0.947 0.965 0.947 0.974 0.610 0.956 
1:2:2 0.488 0.592 0.548 0.316 0.077 0.565 
1:4:4 0.988 0.892 0.848 0.916 0.577 0.987 

45:45:45 1:1:2 0.765 0.814 0.833 0.705 0.826 0.792 
1:2:4 0.997 0.999 0.997 1.000 0.993 0.996 
1:2:2 0.741 0.804 0.811 0.622 0.142 0.747 
1:4:4 0.741 0.804 0.811 0.822 0.942 1.000 

100:100:100  1:1:2 0.988 0.990 1.000 0.991 0.682 0.989 
1:2:4 1.000 1.000 1.000 1.000 1.000 1.000 
1:2:2 0.991 0.992 0.997 0.994 0.511 0.990 
1:4:4 1.000 1.000 1.000 1.000 1.000 1.000 

15:30:45 1:1:2 0.314 0.561 0.645 0.765 0.720 0.650 
1:2:1 0.302 0.502 0.561 0.673 0.636 0.603 
2:1:1 0.215 0.439 0.372 0.643 0.602 0.434 
1:2:4 0.830 0.736 0.824 0.838 0.795 0.925 
2:1:4 0.815 0.877 0.929 0.907 0.825 0.986 
1:4:2 0.576 0.723 0.767 0.830 0.794 0.873 
2:4:1 0.811 0.873 0.919 0.902 0.804 0.982 
4:1:2 0.571 0.719 0.753 0.784 0.738 0.876 
4:2:1 0.660 0.753 0.812 0.790 0.739 0.921 
2:2:1 0.339 0.513 0.548 0.622 0.559 0.623 
2:1:2 0.295 0.480 0.542 0.646 0.574 0.553 
1:2:2 0.145 0.353 0.364 0.592 0.559 0.359 
4:4:1 0.562 0.675 0.757 0.716 0.614 0.892 
4:1:4 0.824 0.881 0.941 0.890 0.731 0.991 
1:4:4 0.881 0.999 0.961 0.899 0.703 0.992 

15:30:100 1:1:2 0.629 0.633 0.777 0.617 0.759 0.709 
1:2:1 0.657 0.729 0.745 0.564 0.771 0.702 
2:1:1 0.391 0.493 0.464 0.290 0.746 0.473 
1:2:4 0.994 0.995 0.996 0.983 1.000 0.988 
2:1:4 1.000 1.000 1.000 1.000 0.997 0.999 
1:4:2 0.899 0.915 0.923 0.874 0.981 0.906 
2:4:1 1.000 1.000 0.999 1.000 0.975 0.999 
4:1:2 0.880 0.912 0.916 0.847 0.927 0.890 
4:2:1 0.976 0.984 0.967 0.989 0.939 0.984 
2:2:1 0.731 0.800 0.805 0.712 0.371 0.792 
2:1:2 0.631 0.680 0.703 0.370 0.296 0.649 
1:2:2 0.395 0.426 0.365 0.109 0.215 0.387 
4:4:1 0.948 0.968 0.958 0.896 0.736 0.899 
4:1:4 0.998 0.999 0.999 1.000 0.833 0.997 
1:4:4 0.999 0.959 0.936 1.000 0.873 0.999 

 

The power of test is the probability of rejecting null hypothesis when it is false. The maximum total power of the test is 1; the minimum is 0. 
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TABLE 6. Calculation of power for T distribution. 

T Distribution 

Sample Size  (ni) 
Variance Rates 

(σ2) 

Levene’s Median 

Test 
Levene’s Mean Test 

Levene Trimmed Mean 

Test 
Bartlett Test Cochran Test 

Bootstrap Levene’s 

Median Test 

15:15:15 1:1:2 0.484 0.551 0.382 0.315 0.657 0.579 
1:2:4 0.540 0.597 0.543 0.413 0.404 0.636 
1:2:2 0.545 0.687 0.641 0.360 0.323 0.634 
1:4:4 0.653 0.612 0.649 0.473 0.434 0.647 

30:30:30 1:1:2 0.721 0.474 0.452 0.596 0.830 0.732 
1:2:4 0.764 0.517 0.557 0.606 0.529 0.775 
1:2:2 0.757 0.587 0.564 0.495 0.440 0.776 
1:4:4 0.766 0.608 0.676 0.631 0.538 0.780 

45:45:45 1:1:2 0.849 0.960 0.471 0.682 0.949 0.778 
1:2:4 0.804 0.456 0.503 0.697 0.619 0.835 
1:2:2 0.892 0.517 0.581 0.596 0.524 0.881 
1:4:4 0.894 0.658 0.615 0.583 0.698 0.911 

100:100:100 1:1:2 1.000 1.000 0.782 0.948 0.704 1.000 
1:2:4 0.988 0.709 0.706 0.905 0.738 0.973 
1:2:2 0.990 0.715 0.788 0.803 0.746 0.980 
1:4:4 1.000 0.830 0.828 0.949 0.895 1.000 

15:30:45 1:1:2 0.573 0.485 0.419 0.575 0.452 0.459 
1:2:1 0.524 0.432 0.392 0.549 0.438 0.483 
2:1:1 0.584 0.285 0.267 0.453 0.406 0.415 
1:2:4 0.790 0.521 0.398 0.604 0.621 0.743 
2:1:4 0.800 0.638 0.595 0.704 0.647 0.880 
1:4:2 0.730 0.486 0.344 0.555 0.606 0.761 
2:4:1 0.812 0.609 0.630 0.738 0.695 0.634 
4:1:2 0.811 0.535 0.493 0.634 0.643 0.694 
4:2:1 0.861 0.593 0.575 0.700 0.672 0.454 
2:2:1 0.877 0.492 0.464 0.637 0.619 0.513 
2:1:2 0.717 0.484 0.435 0.609 0.579 0.569 
1:2:2 0.734 0.693 0.243 0.499 0.527 0.538 
4:4:1 0.876 0.878 0.778 0.782 0.749 0.858 
4:1:4 0.956 0.867 0.730 0.860 0.732 0.916 
1:4:4 0.997 0.832 0.840 0.825 0.947 0.927 

15:30:100 1:1:2 0.669 0.361 0.486 0.532 0.635 0.554 
1:2:1 0.611 0.348 0.472 0.401 0.515 0.532 
2:1:1 0.609 0.352 0.465 0.342 0.494 0.535 
1:2:4 0.830 0.438 0.463 0.684 0.748 0.827 
2:1:4 0.865 0.477 0.510 0.740 0.779 0.978 
1:4:2 0.858 0.490 0.469 0.562 0.665 0.669 
2:4:1 0.849 0.337 0.526 0.656 0.688 0.676 
4:1:2 0.899 0.535 0.474 0.602 0.664 0.608 
4:2:1 0.814 0.387 0.502 0.568 0.612 0.651 
2:2:1 0.875 0.430 0.492 0.506 0.580 0.611 
2:1:2 0.755 0.390 0.459 0.544 0.610 0.778 
1:2:2 0.734 0.545 0.455 0.487 0.601 0.747 
4:4:1 0.801 0.793 0.728 0.719 0.743 0.724 
4:1:4 0.977 0.709 0.783 0.744 0.768 0.902 
1:4:4 1.000 0.853 0.865 0.871 0.755 0.987 

 

The power of test is the probability of rejecting null hypothesis when it is false. The maximum total power of the test is 1; the minimum is 0. 
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TABLE 7. Calculation of power for gamma distribution. 

Gamma Distribution 

Sample Size  (ni) Variance Rates (σ2) Levene’s Median Test 
Levene’s Mean 

Test 

Levene Trimmed 

Mean Test 
Bartlett Test Cochran Test 

Bootstrap Levene’s 

Median Test 

15:15:15 1:1:2 0.190 0.369 0.215 0.507 0.455 0.197 
1:2:4 0.378 0.550 0.409 0.668 0.541 0.442 
1:2:2 0.258 0.443 0.299 0.569 0.442 0.249 
1:4:4 0.444 0.618 0.493 0.348 0.444 0.441 

30:30:30 1:1:2 0.329 0.495 0.446 0.603 0.553 0.788 
1:2:4 0.780 0.833 0.844 0.871 0.788 0.813 
1:2:2 0.572 0.682 0.680 0.750 0.598 0.794 
1:4:4 0.867 0.892 0.920 0.914 0.648 0.876 

45:45:45 1:1:2 0.469 0.612 0.614 0.688 0.679 0.405 
1:2:4 0.916 0.930 0.961 0.949 0.903 0.849 
1:2:2 0.465 0.562 0.612 0.735 0.513 0.679 
1:4:4 0.975 0.977 0.991 0.978 0.822 0.926 

100:100:100  1:1:2 0.844 0.875 0.948 0.917 0.893 0.722 
1:2:4 1.000 1.000 1.000 0.999 0.995 0.997 
1:2:2 0.989 0.986 0.997 0.984 0.948 0.965 
1:4:4 1.000 1.000 1.000 1.000 0.989 1.000 

15:30:45 1:1:2 0.363 0.497 0.496 0.639 0.615 0.321 
1:2:1 0.373 0.527 0.474 0.649 0.617 0.284 
2:1:1 0.218 0.377 0.278 0.506 0.537 0.220 
1:2:4 0.702 0.568 0.575 0.622 0.610 0.604 
2:1:4 0.838 0.665 0.686 0.600 0.601 0.580 
1:4:2 0.615 0.600 0.605 0.697 0.588 0.572 
2:4:1 0.855 0.684 0.687 0.613 0.607 0.683 
4:1:2 0.582 0.600 0.639 0.662 0.517 0.562 
4:2:1 0.693 0.672 0.633 0.621 0.524 0.633 
2:2:1 0.332 0.474 0.422 0.563 0.464 0.350 
2:1:2 0.326 0.467 0.449 0.587 0.497 0.287 
1:2:2 0.162 0.320 0.257 0.497 0.449 0.151 
4:4:1 0.619 0.636 0.633 0.629 0.673 0.677 
4:1:4 0.861 0.892 0.712 0.710 0.677 0.805 
1:4:4 0.894 0.871 0.815 0.879 0.643 0.831 

15:30:100 1:1:2 0.476 0.582 0.678 0.727 0.776 0.401 
1:2:1 0.402 0.531 0.541 0.632 0.704 0.359 
2:1:1 0.229 0.419 0.298 0.548 0.650 0.241 
1:2:4 0.832 0.857 0.905 0.903 0.936 0.745 
2:1:4 0.945 0.940 0.970 0.947 0.927 0.869 
1:4:2 0.611 0.703 0.721 0.790 0.867 0.567 
2:4:1 0.948 0.963 0.963 0.954 0.916 0.912 
4:1:2 0.621 0.714 0.735 0.788 0.824 0.568 
4:2:1 0.823 0.881 0.848 0.900 0.843 0.776 
2:2:1 0.471 0.605 0.575 0.654 0.623 0.434 
2:1:2 0.354 0.488 0.527 0.632 0.678 0.310 
1:2:2 0.194 0.339 0.357 0.515 0.610 0.188 
4:4:1 0.978 0.984 0.990 0.977 0.896 0.959 
4:1:4 0.917 0.926 0.959 0.952 0.884 0.859 
1:4:4 0.642 0.700 0.769 0.814 0.836 0.574 

 

The power of test is the probability of rejecting null hypothesis when it is false. The maximum total power of the test is 1; the minimum is 0. 
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TABLE 8. Calculation of power for chi-square distribution. 

Chi-Square Distribution 

Sample Size  (ni) Variance Rates (σ2) 
Levene’s Median 

Test 

Levene’s Mean 

Test 

Levene Trimmed 

Mean Test 
Bartlett Test Cochran Test 

Bootstrap Levene’s 

Median Test 

15:15:15 1:1:2 0.163 0.408 0.273 0.590 0.510 0.169 
1:2:4 0.433 0.597 0.531 0.699 0.572 0.358 
1:2:2 0.153 0.365 0.252 0.543 0.427 0.128 
1:4:4 0.446 0.644 0.560 0.737 0.495 0.387 

30:30:30 1:1:2 0.832 0.545 0.579 0.718 0.628 0.847 
1:2:4 0.822 0.810 0.865 0.663 0.798 0.912 
1:2:2 0.894 0.468 0.523 0.647 0.521 0.812 
1:4:4 0.940 0.877 0.940 0.902 0.720 0.997 

45:45:45 1:1:2 0.843 0.604 0.768 0.762 0.685 0.835 
1:2:4 0.913 0.932 0.985 0.940 0.883 0.790 
1:2:2 0.809 0.556 0.720 0.687 0.597 0.893 
1:4:4 0.957 0.956 0.995 0.937 0.817 0.857 

100:100:100  1:1:2 0.844 0.875 0.948 0.917 0.893 0.822 
1:2:4 1.000 1.000 1.000 0.999 0.995 0.997 
1:2:2 0.989 0.986 0.997 0.984 0.948 0.965 
1:4:4 1.000 1.000 1.000 1.000 0.989 1.000 

15:30:45 1:1:2 0.314 0.561 0.645 0.765 0.720 0.272 
1:2:1 0.302 0.502 0.561 0.673 0.636 0.255 
2:1:1 0.215 0.439 0.372 0.643 0.602 0.598 
1:2:4 0.730 0.636 0.624 0.638 0.595 0.532 
2:1:4 0.715 0.777 0.729 0.707 0.725 0.797 
1:4:2 0.576 0.523 0.667 0.630 0.594 0.795 
2:4:1 0.611 0.673 0.619 0.602 0.604 0.610 
4:1:2 0.571 0.519 0.653 0.584 0.638 0.498 
4:2:1 0.660 0.653 0.612 0.590 0.639 0.576 
2:2:1 0.339 0.513 0.548 0.622 0.559 0.269 
2:1:2 0.295 0.480 0.542 0.646 0.574 0.245 
1:2:2 0.145 0.353 0.364 0.592 0.559 0.135 
4:4:1 0.881 0.904 0.957 0.916 0.714 0.888 
4:1:4 0.824 0.881 0.941 0.890 0.731 0.931 
1:4:4 0.562 0.675 0.761 0.799 0.703 0.450 

15:30:100 1:1:2 0.420 0.616 0.786 0.800 0.829 0.328 
1:2:1 0.382 0.572 0.703 0.712 0.760 0.310 
2:1:1 0.222 0.406 0.406 0.611 0.664 0.196 
1:2:4 0.775 0.831 0.927 0.896 0.916 0.646 
2:1:4 0.932 0.939 0.988 0.953 0.953 0.822 
1:4:2 0.620 0.724 0.809 0.823 0.867 0.533 
2:4:1 0.932 0.948 0.986 0.936 0.903 0.844 
4:1:2 0.874 0.704 0.793 0.772 0.822 0.492 
4:2:1 0.782 0.833 0.911 0.842 0.833 0.675 
2:2:1 0.467 0.624 0.684 0.677 0.683 0.665 
2:1:2 0.504 0.489 0.639 0.659 0.696 0.649 
1:2:2 0.645 0.341 0.430 0.608 0.689 0.631 
4:4:1 0.972 0.977 0.994 0.965 0.880 0.920 
4:1:4 0.890 0.899 0.960 0.910 0.878 0.768 
1:4:4 0.899 0.702 0.816 0.816 0.852 0.998 

 

The power of test is the probability of rejecting null hypothesis when it is false. The maximum total power of the test is 1; the minimum is 0. 

  

 

 

    DISCUSSION 

When type-I error rate was examined, it was observed that for normal distribution, Bartlett’s test, the 

bootstrap Levene’s median test and Levene’s mean test gave the best results for all sample sizes. It was 

observed that Levene’s median test and Levene’s trimmed mean tests gave results that were considerably 
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below nominal level for small and medium sample sizes. Cochran’s test, however, gave results that were 

considerably different from nominal level for all sample sizes.  

The best results for uniform distribution, which was symmetric and flatter than normal, were 

obtained from the bootstrap Levene’s median test. However, it was seen that the Levene’s mean test 

gave results close to nominal level except in cases where there were different sample sizes. It was 

observed that the poorest results were obtained from Bartlett’s and Cochran’s tests and that the 

type-I error levels of these tests were considerably below nominal level. However, it was seen that 

Levene’s median test gave a Type-I error rate close to nominal level for large sample sizes when 

sample sizes were equal and not equal, while for small and medium sample sizes, it gave more 

conservative values.                   

For t-distribution which is symmetric but leptokurtic, it was seen that except for small samples, the best 

result was obtained with the bootstrap Levene’s median test. It was observed that while results close to 

nominal level were obtained with Levene’s median test, Levene’s mean test and Levene’s trimmed mean 

test for medium and large sample sizes; poorer results were obtained in cases where sample sizes were 

different. 

For asymmetric distributions, gamma distribution which shows lower deviation from normality, the 

type-I error rates in Levene’s median test were quite close to nominal level and that this test gave 

the best result. Besides, it was observed that the bootstrap Levene’s median test also gave results 

close to nominal level for medium and large sample sizes. It was seen that the poorest results were 

obtained for Bartlett’s and Cochran’s tests independently of sample sizes. For gamma distribution 

the simulation results showed no variation according to whether the sample sizes were equal or  

not.              

For chi-squared, another asymmetric distribution which shows greater deviation from normality, the 

best result was obtained for Levene’s median test for type-I error rate. It was seen that for medium 

and large sample sizes Levene’s median test gave results quite close to nominal level. On the other 

hand, it was seen that the bootstrap Levene’s median test gave results close to nominal level for 

medium and large samples where sample sizes were equal, whereas it gave poorer results for small 

samples where sample sizes were different. While the other tests gave results that were considerably 

different from nominal level, it was seen that the worst results were obtained for Bartlett’s and 

Cochran’s tests.  

When the power of the tests is considered, it was found that for normal distribution, apart from small 

sample sizes, for all other situations the power values of the other tests was high except for Cochran’s 

test. When sample sizes related to the groups were equal, it was observed that there was an increase in 

power values as sample size increased for all tests. When sample sizes related to the groups were 

different, for small and medium sample sizes, Cochran’s test gave quite low power values. For small and 

medium sample sizes, in cases where the difference between variance rates were small, a decrease in 

power values of the tests occurred. Particularly for different sample sizes, when low variance rate 

corresponded to small samples and high variance rate corresponded to medium and large samples, low 

power values were obtained for all tests.   
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For uniform distribution, quite low power values were obtained for small samples for all tests. 

Particularly for Cochran’s test, it was seen that the worst results were obtained. For medium sample 

sizes, in cases where the difference between variance rates were large, high power values were obtained 

for all tests other than Cochran’s test. For cases where sample sizes were equal, however, it was observed 

that for large sample sizes, when the difference between variance rates was small, Cochran’s test gave 

lower power values, while in all cases other than this, higher power values were obtained for all tests. 

However, in cases where sample sizes were different, it was observed that as the difference between 

variance rates increased, power values increased for all tests.      

For gamma distribution which shows small deviation from symetry, it was observed that for small 

sample sizes, low power values were obtained in all situations for all the tests. For medium sample 

sizes, when the difference between sample sizes was high, it was seen that higher power values 

were obtained in all tests except for the bootstrap Levene’s median test; however, when the 

difference was low, lower power values were obtained. Yet for the bootstrap Levene’s median test, 

in cases where the difference between variance rates was both small and large, high power values 

were obtained. For large sample sizes, it was observed that as the difference between variance rates 

increased, high power values were obtained for all tests in all situations. When sample sizes of the 

groups were different, however, it was observed that when high variance corresponded with small 

sample size and low variance corresponded with large sample size, although poorer results were 

obtained; at the same time power values increased as the difference between variance rates 

increased. 

For chi-squared distribution showing a high degree of deviation from symmetry, all tests gave rather 

low power values for small sample sizes. For other sample sizes, the best results were obtained for 

Levene’s median test and the bootstrap Levene’s median test. For medium sample sizes, however, when 

the difference between variance rates was large, higher power values were obtained. For large sample 

sizes, it was seen that there was no difference in terms of power between the tests. For unequal sample 

sizes, it was seen that when the difference between variance rates were small, rather low power values 

were obtained, while as the difference between variance rates increased, power values increased for all 

tests.  

In the present paper, it was seen that the bootstrap Levene’s median test gave the best results for all 

distributions in terms of type-I error rates. Yet in terms of power, it was observed that the bootstrap 

Levene’s median test gave better results for symmetric distributions and that for asymmetric 

distributions it gave higher power values as the difference between variance rates increased. Parra-

Frutos et al. (2009), also reported that the bootstrap Levene’s median test gave good power values for 

all distributions only when the difference between variance rates was high.27 In our study it was seen 

that while Levene’s median test gave type-I error rates close to nominal level for all distributions, 

particularly with large sample sizes. For small sample sizes, type-I error values were considerably 

below nominal level. Shoemaker (2003) also stated in his study, which was conducted with various 

symmetric and asymmetric distributions, that type-I error rates for Levene’s median test were at the 

nominal level with large sample sizes, but that conservative values were obtained with small sample 

sizes.9 Similarly, Algina et al. (1995) stated that for all distributions, Levene’s median test gave good 
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results for all sample sizes other than small sample sizes.28 In terms of power, in our study for all 

distributions other than normal distribution, the test gave low power values for small sample sizes and 

when the difference between variance rates was small; for different sample sizes, especially when 

large samples had high variance, it gave higher power values. These findings are similar to those of 

Algina et al. (1989).29 

In our study,  Levene’s mean test gave results close to nominal level for normal distribution and 

symmetric platykurtic distributions; whereas for both leptokurtic and platykurtic asymmetric 

distributions, it gave quite liberal results. Similarly, Veitch et al. (1974) stated that Levene’s mean test 

gave more liberal results for leptokurtic distributions. For platykurtic distributions, however, they stated 

that the test gave good power and type-I error rates.30 

In our study while Bartlett’s test gave type-I error rates close to nominal level for normal distribution, it 

gave rather conservative rates for normal distribution that was symmetric and platykurtic, and 

extremely liberal rates for other distributions. Veitch et al. (1974) and Shoemaker (2003), similarly, 

stated that type-I error rates for Bartlett’s test were quite different from nominal level for distributions 

other than normal distribution.9,30 

Veitch et al. (1974) stated that Cochran’s test gave rather liberal results compared to the other 

tests30. Similarly, we found that, Cochran’s test gave rather conservative results for uniform 

distribution, while it gave rather liberal results for t-distribution, gamma distribution and chi-

squared distribution. 

In terms of power, it was seen that Levene’s trimmed mean test gave type-I error values close to 

nominal level for medium sample sizes in symmetric distributions, while the type-I error values 

were considerably above nominal level for skewed distributions. While Parra-Frutos (2009), stated 

differently to our study that Levene’s trimmed mean test also gave type-I error rates close to 

nominal level for small sample sizes in symmetric distributions, whereas, similarly to our study 

findings, it is reported that for skewed distributions, rather liberal type-I error rates were 

obtained.27    

 

    CONCULUSION 

Generally in the present study, the best results were obtained for all tests with normal distribution, 

followed by uniform distribution and t-distribution from symmetric distributions. In terms of type-I 

error rates, it was observed that the bootstrap Levene’s median test gave the best results, and that the 

power of the tests was affected by the difference between variance rates and by the combination of 

sample size-variance magnitude. 
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