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ABSTRACT Objective: The main purpose of this research is to 
develop a novel user-friendly web tool based on machine learning 

approaches, which applies a variety of techniques to address the 

class imbalance problem. Material and Methods: Shiny, an open-
source R package, was used to develop the proposed web tool. The 

interactive tool can handle the class imbalance problem for binary 

classification dataset(s) by implementing sampling-based methods. 
As a clinical application, the dataset retrospectively obtained from 

the database of the Cardiovascular Surgery Department of Turgut 

Özal Medical Center, İnönü University, Malatya, Türkiye was used 
in this web-based software. To overcome the class imbalance prob-

lem, sampling-based methods were implemented on the original 

dataset. After this process, the classification of hypertension in 
patients with coronary artery disease was achieved by three clas-

sification models. Results: According to the outputs of the devel-

oped web application, the best classification performance was 
obtained by the support vector machines with radial basis func-

tion kernel (SVM-RBF) model after applying the density-based 

synthetic minority over-sampling technique oversampling meth-
od. The accuracy, sensitivity, specificity, precision, f-measure, 

and g-mean metrics of the relevant model were calculated as 

0.99, 0.99, 0.99, 0.95, 0.97, and 0.97, respectively. Conclusion: 
The oversampling methods used in this research indicated a more 

positive contribution to the classification performance of the 

models as compared to the undersampling methods. When the 
undersampling methods were applied, the three classification 

models did not demonstrate successful classification perfor-

mance, whereas the SVM-RBF model outperformed the other two 
models when the oversampling methods were implemented. The 

designed interactive web application is freely accessible through 

http://biostatapps.inonu.edu.tr/twoclsbalancer.  
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ÖZET Amaç: Bu araştırmanın temel amacı, sınıf dengesizliği so-
rununu çözmek için çeşitli teknikler uygulayan makine öğrenimi 

yaklaşımlarına dayalı yeni, kullanıcı dostu bir web aracı geliştir-

mektir. Gereç ve Yöntemler: Açık kaynaklı bir R paketi olan 
Shiny, önerilen web aracını geliştirmek için kullanıldı. Etkileşimli 

araç, örneklemeye dayalı yöntemler uygulayarak ikili sınıflandırma 

veri kümeleri için sınıf dengesizliği sorununu çözebilir. Web taban-
lı bu yazılımda, klinik uygulama olarak Malatya İnönü Üniversitesi 

Turgut Özal Tıp Merkezi Kalp Damar Cerrahisi Anabilim Dalı veri 

tabanından geriye dönük olarak elde edilen veri seti kullanılmıştır. 
Sınıf dengesizliği sorununun üstesinden gelmek için orijinal veri 

seti üzerinde örneklemeye dayalı yöntemler uygulanmıştır. Bu iş-

lemden sonra koroner arter hastalığı olan hastalarda hipertansiyo-
nun sınıflandırılması üç sınıflandırma modeli ile sağlanmıştır. Bul-

gular: Geliştirilen web uygulamasının çıktılarına göre en iyi sınıf-

landırma performansı, “density-based synthetic minority over-
sampling technique” aşırı örnekleme yöntemi uygulandıktan sonra 

radyal tabanlı destek vektör makineleri [support vector machines 

with radial basis function (SVM-RBF)] modeli ile elde edilmiştir. 
İlgili modelin doğruluk, duyarlılık, özgüllük, kesinlik, f-ölçümü ve 

g-ortalama metrikleri sırasıyla 0,99, 0,99, 0,99, 0,95, 0,97 ve 0,97 

olarak hesaplanmıştır. Sonuç: Bu araştırmada kullanılan aşırı ör-
nekleme yöntemleri, alt örnekleme yöntemlerine kıyasla modellerin 

sınıflandırma performansına daha olumlu katkı sağlamıştır. Alt ör-

nekleme yöntemleri uygulandığında, 3 sınıflandırma modeli başarılı 
sınıflandırma performansı göstermezken, aşırı örnekleme yöntemle-

ri uygulandığında SVM-RBF modeli diğer 2 modelden daha iyi 

performans göstermiştir. Tasarlanan interaktif web uygulamasına 
http://biostatapps.inonu.edu.tr/twoclsbalancer adresinden ücretsiz 

olarak erişilebilir. 
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The amount of data produced in the field of medicine is growing daily and with it, the need to 

store, manage and make available the enormous amount of data generated. These data, which are 

difficult to store, manage, analyze and have various and complicated forms, are generally called big 

data.
1
 It is becoming increasingly important to use machine learning (ML) techniques to extract patterns 

from big datasets produced in areas such as healthcare, banking, and telecommunications, and to 

facilitate prediction and decision support components.
2
 Toward this end, one of the most frequently 

applied ML tasks is classification. Classification is a prediction process that involves assign ing the 

observations that comprise the dataset into previously determined classes within an established 

framework. It has been common practice, particularly in the healthcare area, to describe diseases using 

ML approaches and disease-associated risk factors; this system then assists in determining the relative 

importance for each risk factor. The uneven distribution of the target variables into classes is a primary 

cause of these newly developing, unwanted consequences. The class imbalance problem, standard  

classification algorithms might label variables disproportionally, resulting in a majority class and bias. 

Decreasing -and preferably eradicating- the important problem has been a major priority, and several 

research on innovative techniques to overcoming this obstacle have been published. These new 

techniques can be divided into 4 categories: feature selection, ensemble learning, sampling, and cost -

sensitive learning methods.
3
 

In biomedical research, web-based applications reliant on ML technology have been increasingly 

employed for classification and regression tasks. Many of these interactive web-based tools are developed 

using Shiny, an open-source package in R from RStudio. The primary objective of this research study was to 

develop a novel user-friendly web tool, based on ML that utilizes a multi-pronged approach to address the 

class imbalance problem. 

    MATERIAL AND METHODS 

Dataset 

The dataset used in this descriptive and retrospective study was obtained from the Cardiovascular 

Surgery Department of Turgut Özal Medical Center, İnönü University, Malatya, Türkiye. The dataset 

included records from 929 patients with coronary artery disease (CAD), 149 of which also had 

hypertension (HT). This research was accepted by the Malatya Clinical Research Ethics Committee, 

with protocol number of 2016/162 at 8/10/2016. All procedures were performed with respect to the 

Declaration of Helsinki. 

In some studies, when the number of independent variables is 6 or greater in multivariate statistical 

models, the appropriate sample size can be determined.
4,5 

n > 104 + k 

condition can be used (n is the number of samples and k is the number of independent variables). The 

data set used in the study consists of a total of 929 coronary artery patient records, 149 with HT and 780 

without HT. Since k=8, it was observed that the above-mentioned condition was met both in the number of 

patients with and without HT, and in the total number of patients. 

A CAD and HT diagnosis require a coronary angiography (at least one coronary stenosis >50% in major 

epicardial arteries) and a diastolic blood pressure >90 mmHg and/or systolic blood pressure >140 mmHg, 

respectively.
6
 For this study, the classification of HT in patients with CAD was based on eight independent 

clinical variables, which are described in Table 1. 
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TABLE 1: Description of clinical variables. 
 

Variables Variable type Description Variable role 

Hypertension  Categorical (binary) Yes/no Dependent 

Age Numeric Natural number Independent 

Body surface area  Numeric Positive real number Independent 

Body mass index  Numeric Positive real number Independent 

Blood urea nitrogen  Numeric Positive real number Independent 

Creatinine  Numeric Positive real number Independent 

Hemoglobin  Numeric Positive real number Independent 

Hematocrit  Numeric Positive real number Independent 

Platelet  Numeric Positive real number Independent 

 

CLASS IMBALANCE PROBLEM 

The class imbalance problem is frequently encountered when analyzing datasets in biomedical research and 

represents one of the most intractable challenges currently facing ML. In this study, a class imbalance 

problem existed that led to the target label classes not being represented equally.
7
 A dataset is regarded as 

imbalanced if one of the class labels has a small number of observations allotted to it compared to the other 

label classes. When only two classes are being generated, the minority class contains a smaller number of 

positive observations and the majority class includes more negative observations.
7,8

 

WEB-BASED SOFTWARE 

FILE UPLOAD 

To utilize this web tool, the dataset file should be uploaded first. The most common file types in data 

analysis, with various extensions, can be used by the software. Figure 1 contains a screenshot of the “File 

Upload” menu. 

 

 

FIGURE 1: The “File Upload” menu. 

 

VARIABLE ROLES 

In the “Variable Roles” menu of the related web-based application, the dependent and independent variables 

of the dataset awaiting analysis are designated. 

DATA PREPROCESSING 

Next, this web-based tool leads to a “Data Preprocessing” menu with two submenus: “Missing Value 

Analysis” and “Data Transformation.” The first submenu contains 3 approaches for handling missing values: 

listwise deletion, k-nearest neighbors (k-NN) imputation, and random forest imputation. Through the “Data 

http://biostatapps.inonu.edu.tr/clsbalancer/#tab-4261-4
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Transformation” submenu, the most commonly used data transformation techniques, standardization (z-

transformation) and normalization can be applied to the dataset. The “None” option is used when no data 

transformation is needed. 

DESCRIPTIVE STATISTICS 

Two submenus are used in the “Descriptive Statistics” menu to relay the results of the statistics can be 

calculated and tabulated appropriately. In the “ROC-PR Analysis” submenu, the receiver operating 

characteristic curve and precision-recall curves are graphed; additionally, the associated area under the curve 

values are generated and tabulated. 

BALANCING ANALYSIS 

SAMPLING-BASED METHODS 

Sampling-based methods are the most commonly used approaches to manage class imbalance problems. The 

basic idea behind these is to pre-process the training data in a way that minimizes differences in the number 

of observations between classes. In other words, sampling-based methods change the distribution of the 

observations in the training dataset to obtain more balance between the minority and majority classes.
3,9

 

Sampling-based methods are executed using 2 components: oversampling and undersampling. In the 

oversampling, synthetic data are derived with the help of sampling methods from the minority class 

observations to obtain a more balanced dataset. On the other hand, in the undersampling, observations from 

the majority class are removed from the dataset to decrease the class imbalance ratio. Furthermore, 

oversampling and undersampling approaches can be combined into a hybrid sampling method. 

For undersampling methods, various analytical and non-analytical approaches have been proposed in 

the literatures. The most well-known are random undersampling: Tomek link (TL), condensed nearest 

neighbor (CNN), one-sided selection (OSS), edited nearest neighbor (ENN), and neighborhood cleaning rule 

(NCR). The random undersampling approach involves observations from the majority class being randomly 

extracted from the dataset. Specifically, in the TL approach, 2 observations, x and y, related to the minority 

and majority classes are taken, respectively.        is defined as a metric for the distance between x and y 

(e.g., Euclidean). If there is no z observation that satisfies the following condition, x and y observations are 

indicative of a TL. 

              or               

If a pair of observations form a TL, those that belong to the majority class can be removed from the 

dataset.
9,10

 The CNN approach aims to extract majority class observations that are far from the decision 

boundary and, therefore, deemed unnecessary for the training process of the ML model.
11

 To achieve this, a 

coherent subset of the original dataset is created for performing the one-nearest neighbor method. OSS is an 

undersampling approach that involves sequentially applying the TL and CNN methods.
12

 In the ENN 

method, all observations that are incorrectly classified by a k-NN classifier are extracted, where the k-

parameter is usually chosen as k=3.
13,14

 The ENN algorithm can extract observations that belong to both the 

majority and minority classes of the dataset. NCR uses the ENN method mentioned above to determine 

which of the majority class observations should be removed from the dataset.
15

 In the NCR approach, for 

each observation in the dataset, the three-nearest neighbor observations are determined. If a majority class 

observation is incorrectly classified by its three-nearest neighbors, it is subtracted from the dataset. If an 

observation is in a minority category and misclassified by its three-nearest neighbors, afterward the majority 

label observations between neighbors are removed. 

In the undersampling approaches, observations from the minority category are randomly selected and 

replicated until the number of instances from the minority label equals the number of observations of the 

majority class. The resulting new dataset thereby contains the same number of observations for both classes. 

http://biostatapps.inonu.edu.tr/clsbalancer/#tab-4261-6
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The synthetic minority over-sampling technique (SMOTE) is a powerful algorithm that has been applied to 

different disciplines.
16

 The SMOTE algorithm produces artificial data on the basis of the similarities of 

attribute space between available minority observations.
17

 To generate the new synthetic minority class 

observations, SMOTE first randomly selects a minority class observation (a) and detects its minority class k-

NN. Then one of the k-NN (b) is randomly selected and a synthetic observation is derived by creating a line 

segment connecting a to b in the feature space. Synthetic observations are made as a convex combination of 

2 selected observations (a and b).
9
 The formula for deriving a synthetic observation is as follows: 

                     (1) 

Where   is a randomly selected number in the range [0, 1]. Borderline-SMOTE (BLSMOTE) is an 

algorithm that directly tries to improve the quality of the results from SMOTE.
18,19

 This algorithm relies on 

the ability to reproduce observations from minority classes in the boundary and near the boundary using the 

SMOTE algorithm. Safe-level SMOTE (SLSMOTE) assigns a level of confidence to each minority class 

observation before it derives synthetic observations.
20

 While synthetic observations are generated using 

SMOTE, these observations are located closer to the most secure level (far from minority class observations 

at the border), ensuring that synthetic observations only occur in safe zones.
19

 The density-based SMOTE 

(DBSMOTE) algorithm is based on a density-based set concept.
21

 This algorithm applies the density-based 

spatial clustering of applications with noise algorithm to the positive (minority) label cluster.
22

 The aim of 

the adaptive synthetic sampling (ADASYN) algorithm is to increase class balance by deriving new 

observations from the minority class through linear interpolation between available minority class 

observations.
23

 ADASYN is an extension of the SMOTE algorithm and synthetic observations form around 

the border of the minority and majority classes from within the minority class.
23

 

Through the “Balancing Analysis” menu, the dataset with the class imbalance problem can be leveled 

via different techniques. After the related approach is carried out, the principal component plots of the 

dataset before and after implementing the manipulation are illustrated. The distributions characteristics of the 

dependent variable are tabulated in the “Balancing Analysis” menu shown in Figure 2. 

 

 

FIGURE 2: The “Balancing Analysis” menu. 
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THE CLASSIFICATION 

CLASSIFICATION MODELS 

The web-based tool’s “Classification” primary menu classifies balanced and unbalanced datasets depending 

on the target variable using three ML models. As classification models, 3 approaches were added to the tool. 

Multilayer perceptron (MLP), extreme learning machine (ELM), and support vector machines with radial 

basis function kernel were among them (SVM-RBF). K-fold cross-validation and bootstrap can be utilized as 

resampling approaches to generate unbiased and optimal results. The performance measures, accuracy, 

sensitivity, specificity, precision, f-measure and g-mean, were utilized to measure the classification 

performance of the models. 

The optimization intervals for the tuning parameters of the classification models used in the software 

are specified under the relevant models. The optimization parameters for the classification models are tuned 

using the grid search algorithm. The optimization parameters and the selected optimization intervals for this 

study are given in Table 2. 

The “Balancing Analysis” menu is shown in Figure 3. 

 
TABLE 2: The optimization parameters of the classification models and selected optimization intervals. 
 

Model Optimization parameter Optimization intervals 

MLP □   Number of nodes in hidden layer(s) □   1-10 

ELM 

□   Number of nodes in hidden layer □   1-10 

□   Activation function 
□   Sigmoid, sine, radial basis, hard-limit, symmetric hard-limit, sigmoid,  
      triangular basis, satlins, positive linear, linear 

SVM-RBF □   Cost parameter (C) □   2-2-250 
 

MLP: Multilayer perceptron; ELM: Extreme learning machine; SVM-RBF: Support vector machines with radial basis function. 

 

 

FIGURE 3: The “Classification” menu. 
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INTERACTIVE WEB APPLICATION 

The interactive web software is freely achievable through http://biostatapps.inonu.edu.tr/twoclsbalancer and 

this web-based application will be upgrated upon release of R packages, including shiny, shinythemes, 

shinydashboard, caret, unbalanced, smotefamily, Random Over-Sampling Examples (ROSE), ggplot2, 

clusterSim, DMwR, clusterSim, precrec, ggfortify, foreign, DataTables (DT), and mice. 

    RESULTS 

The dataset used in the current study consisted of 9 variables: one dependent and 8 independent. The 

distribution of the dependent variable (HT) was with HT (149, 16.0%) and without HT (780, 84.0%). Also, 

the imbalance ratio between the HT subclasses was 5.235 (780/149). 

Here, the imbalance rate between the 2 classes was obtained by proportioning the number of non-HT 

patients to that of HT patients. There were a total of 18 missing values in 5 of the independent variables. The 

random forest algorithm was incorporated into the developed software to assign the imputed values to the 

observations with missing values.  

After eliminating the missing value problem from the dataset, the standardization (z-transform) 

technique was applied. The imbalance between the classes was then individually eliminated by applying the 

under-oversampling methods. The number of removed/added observations and the rate of imbalance 

between newly formed classes after applying TL, Neighborhood Cleaning Rule (NCL), OSS, CNN, random 

down-sampling, SMOTE, BLSMOTE, SLSMOTE, DBSMOTE, ADASYN, and the random 

undersampling/oversampling (RUOS) methods are given in Table 3. 

 

TABLE 3: Number of removed/added observations after applying class balancing methods and imbalance ratios between newly 
formed classes. 
 

Approach Method 

Class distribution of the original 
dataset (HT, non-HT) 

Inter-class  
imbalance rate  
of the original 

dataset 

Class distribution after applying 
the relevant method (HT, non-HT) 

Inter-class  
imbalance rate 

after applying the 
relevant method Frequency Frequency Frequency Frequency 

O
ve

rs
am

pl
in

g 

TL 780 149 5.235 672 149 4.510 

NCL 780 149 5.235 575 149 3.859 

OSS 780 149 5.235 665 149 4.463 

CNN 780 149 5.235 771 149 5.174 

RUS 780 149 5.235 149 149 1.000 

U
nd

er
sa

m
pl

in
g 

SMOTE 780 149 5.235 780 745 1.047 

BLSMOTE 780 149 5.235 780 772 1.010 

SLSMOTE 780 149 5.235 780 557 1.400 

DBSMOTE 780 149 5.235 780 665 1.173 

ADASYN 780 149 5.235 780 761 1.025 

ROS 780 149 5.235 780 780 1.000 

O
ve

r+
un

de
r  

sa
m

pl
in

g 

RUOS 780 149 5.235 462 467 0.989 

 

HT: Hypertension; TL: Tomek link; NCL: Neighborhood Cleaning Rule; OSS: One-sided selection; CNN: Condensed nearest neighbor; RUS: Random Undersampling; 
SMOTE: Synthetic minority over-sampling technique; BLSMOTE: Borderline-SMOTE; SLSMOTE: Safe-level SMOTE; DBSMOTE: Density-based SMOTE; ADASYN: 
Adaptive synthetic sampling; ROS: Random Oversampling; RUOS: Random undersampling/oversampling.  

 
 

http://biostatapps.inonu.edu.tr/twoclsbalancer
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After the balancing analyses, the classification models were applied to the datasets obtained from each 

approach and to the original dataset (i.e. no class balancing approach applied). The training performance of 

the relevant classification models was tested using a five-fold cross-validation method. The classification 

performances of the models are presented in Table 4, including all of the class balancing approaches. 

 

TABLE 4: Classification performance of the three models based on all class balancing approaches. 
 

Model Approach Method Accuracy Sensitivity Specificity Precision F-measure G-mean 

M
LP

 

None None 0.84 0 1 - - - 

Undersampling 

TL 0.84 0 1 - - - 

NCL 0.42 0.77 0.35 0.18 0.3 0.38 

OSS 0.84 0 1 - - - 

CNN 0.84 0 1 - - - 

RUS 0.18 0.99 0.03 0.16 0.28 0.4 

Oversampling 

SMOTE 0.82 0.08 0.96 0.29 0.13 0.15 

BLSMOTE 0.84 0 1 - - - 

SLSMOTE 0.84 0 1 - - - 

DBSMOTE 0.8 0.1 0.94 0.24 0.14 0.15 

ADASYN 0.84 0 1 - - - 

ROS 0.83 0.01 0.99 0.15 0.02 0.05 

Over+under sampling RUOS 0.65 0.52 0.68 0.24 0.32 0.35 

E
LM

 

None None 0.84 0 1 - - - 

Undersampling 

TL 0.84 0 1 - - - 

NCL 0.84 0 1 - - - 

OSS 0.84 0 1 - - - 

CNN 0.84 0 1 - - - 

RUS 0.66 0.64 0.66 0.26 0.37 0.41 

Oversampling 

SMOTE 0.68 0.66 0.69 0.29 0.4 0.43 

BLSMOTE 0.68 0.66 0.68 0.28 0.4 0.43 

SLSMOTE 0.75 0.45 0.8 0.3 0.36 0.37 

DBSMOTE 0.71 0.54 0.75 0.29 0.37 0.39 

ADASYN 0.67 0.62 0.68 0.27 0.38 0.41 

ROS 0.7 0.63 0.71 0.29 0.4 0.43 

Over+under sampling RUOS 0.69 0.62 0.7 0.28 0.39 0.42 

S
V

M
-R

B
F

 

None None 0.84 0 1 - - - 

Undersampling 

TL 0.84 0 1 - - - 

NCL 0.84 0 1 - - - 

OSS 0.92 0.54 0.99 0.92 0.68 0.71 

CNN 0.84 0 1 - - - 

RUS 0.7 1 0.64 0.35 0.52 0.59 

Oversampling 

SMOTE 0.99 1 0.99 0.94 0.97 0.97 

BLSMOTE 0.97 0.94 0.98 0.89 0.92 0.92 

SLSMOTE 0.98 0.91 0.99 0.94 0.92 0.92 

DBSMOTE 0.99 0.99 0.99 0.95 0.97 0.97 

ADASYN 0.98 1 0.97 0.88 0.94 0.94 

ROS 0.92 0.87 0.93 0.7 0.78 0.78 

Over+under sampling RUOS 0.92 0.96 0.92 0.69 0.8 0.81 
 

TL: Tomek link; NCL: Neighborhood Cleaning Rule; OSS: One-sided selection; CNN: Condensed nearest neighbor; RUS: Random Undersampling; SMOTE: Synthetic 
minority over-sampling technique; BLSMOTE: Borderline-SMOTE; SLSMOTE: Safe-level SMOTE; DBSMOTE: Density-based SMOTE; ADASYN: Adaptive synthetic 
sampling; ROS: Random Oversampling; RUOS: Random undersampling/oversampling; MLP: Multilayer perceptron; ELM: Extreme learning machine; SVM-RBF: Sup-
port vector machines with radial basis function. 
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As seen in Table 4, the classification performance values from the MLP model on the original dataset 

were the same as the values from the undersampling methods (TL, OSS, and CNN) and the oversampling 

approaches (BLSMOTE, SLSMOTE, and ADASYN). After applying the NCL method, the classification 

performance values of the MLP model were found to be 0.42, 0.77, 0.35, 0.18, 0.30, and 0.38 regarding 

accuracy, sensitivity, specificity, precision, f-measure, and g-mean, respectively. The results of the SMOTE, 

DBSMOTE, ADASYN and ROS methods indicated that the performances of the MLP classifications were 

similar to each other. After applying the RUOS method, the classification performance values of the MLP 

model were found to be 0.65, 0.52, 0.68, 0.24, 0.32, and 0.35 concerning accuracy, sensitivity, specificity, 

precision, f-measure, and g-mean, respectively.  

The classification performance of the ELM model to the original dataset and the values after TL, NCL, 

OSS, and CNN were the same as those from the undersampling approaches. The precision, f-measure, and g-

mean values could not be calculated because the sensitivity was 0. After applying the RUS approach, the 

classification performance values from the ELM model were 0.66, 0.64, 0.66, 0.26, 0.37, and 0.41 in terms 

of accuracy, sensitivity, specificity, precision, f-measure, and g-mean, respectively. When the classification 

performance of the ELM model was examined after applying the oversampling approaches, the highest 

accuracy, specificity, and precision values were achieved using SLSMOTE and the highest sensitivity value 

using BLSMOTE. The highest f-measure and g-mean values were obtained after applying the SMOTE, 

BLSMOTE, and ROS methods. With the RUOS approach, in which both the oversampling and 

undersampling methods were randomly implemented, the performance metrics of the ELM model were 

found to be analogous to the values from the oversampling methods. 

As Table 4 details, the classification performance of SVM-RBF model applied to the original dataset 

and the values after the application of TL, NCL, and CNN were the same as those from the undersampling 

approaches. The classification metrics for the SVM-RBF model obtained after the OSS approach was 

applied were calculated to be 0.92, 0.54, 0.99, 0.92, 0.68, and 0.71 for accuracy, sensitivity, specificity, 

precision, f-measure, and g-mean, respectively. The SVM-RBF classification performance values obtained 

after RUS were found to be 0.70, 1.00, 0.64, 0.35, 0.52, and 0.59 for accuracy, sensitivity, specificity, 

precision, f-measure, and g-mean, respectively. After applying the oversampling approaches, the 

classification performance of SVM-RBF achieved above 0.70 for all performance metrics. With the RUOS 

approach, the classification metrics of the SVM-RBF model were calculated to be 0.92, 0.96, 0.92, 0.69, 

0.80, and 0.81 for accuracy, sensitivity, specificity, precision, f-measure, and g-mean, respectively. 

    DISCUSSION 

The class imbalance question has emerged from the application of ML to many disciplines including 

bioinformatics, biostatistics, biomedical studies, fraud detection, medical diagnosis, and is regarded as one of 

the most pressing problems in ML. Essentially, the data including class imbalance issues venture into the 

learning process, as the classical standard ML techniques assume equal class distribution and nearly equal 

misclassification cost.
24

 The research presented here intended to develop a novel web-based program that 

can perform many sampling-based methods (i.e. oversampling, undersampling, and hybrid sampling) toward 

alleviating the class imbalance problem. Additionally, instead of applying a single classifier, this novel web-

based tool includes three ML models (SVM-RBF, ELM, and MLP) that evaluate both the classification 

performances of the models and the efficacy of the data balancing methods. In this regard, our research more 

extensively addresses the imbalance class problem in ML-based classification than other studies to date.
25,26

 

Our web-based software’s ability to implement advanced, complex techniques in ML toward selecting the 

best model(s) for classification demonstrate the originality and validity of this research. 

All we know, this is the first research to classify HT in patients with CAD and develop a web-based, 

interactive solution for tackling the class imbalance problem. The dataset used in this research suffered a 

class imbalance problem in terms of the distribution of the HT dependent variable (HT group: 16% 
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compared to the non-HT group: 84%) in patients with CAD. This important issue has been widely 

encountered in biomedical research in recent years. This problem has likely caused the classification 

algorithms to generate biased results that are easily misinterpreted by researchers. Therefore, the current 

research attempted to mitigate the problem of class imbalance using sampling-based class balancing methods 

(i.e. oversampling, undersampling, and hybrid sampling). Toward this aim, user-friendly software was 

developed to aid in avoiding this pervasive problem. 

To test the functionality of the web-based application developed within the scope of this study, we 

applied the sampling-based methods to a clinical dataset plagued by a class imbalance problem with an inter-

class imbalance ratio of 5.235:1. After applying the sampling-based methods, the classification process was 

implemented using the MLP, ELM, and SVM-RBF algorithms. When the classification models were applied 

to the original dataset with class imbalance, the accuracy, sensitivity, and specificity values were the same 

for all three models. Because the sensitivity value was 0.00, the precision, f-measure, and g-mean could not 

be calculated. When the accuracy scores of the 3 models (0.84) were taken into consideration, it became 

apparent that the models successfully generated unbiased classification results, except for the accuracy 

measure, under the influence of the majority class, as the number of patients in the non-HT group was 

greater than the number of patients in the HT group. Therefore, the constructed models gave biased and 

misleading results in each model. 

When the undersampling methods were applied and the resulting classification performance of the 3 

models compared, it was evident that the majority of the class observations extracted from the dataset by the 

TL and CNN methods did not enhance classification ability as the results were the same as when no 

correction methods were used. A similar situation was observed for the NCL method in the ELM and SVM-

RBF models and the OSS method in the MLP and ELM models. Applying the NCL method in the MLP 

model confirmed that the classification performance values were not at the desired level, except for the 

sensitivity value (0.77). Applying the RUS method had an adverse impact on the prediction performance of 

the MLP model and lowered the other performance metrics while raising the sensitivity value. 

There are several biomedical publications on the classification of HT using multiple ML techniques.
27-32

 

Nevertheless, few researchers have reported classifying HT data affected by a class imbalance problem. A 

study developed and validated a risk prediction method for HT and has constructed an ensemble of the 

classification of trees.
28

 The above-mentioned study concludes that their analytics model enhances HT care. 

An additional study developed a novel technique, called BrSmoteSvm, designed for HT classification with 

class imbalance problems.
25

 Their research indicated that the BrSmoteSvm method outperformed other 

multi-class classifiers in several performance metrics, one of which was a lower precision value (0.66 

compared to 0.95 for their newly generated model) calculated from the present study. 

Some methods were not included in the current study (e.g., feature selection-based, ensemble learning-

based, cost-sensitive learning-based methods, and so forth); these will be examined in future studies. 

Specifically, recent state-of-the-art ML algorithms [e.g. DeepBoost (Google Inc., USA) XGBoost 

(Distributed (Deep) Machine Learning Community (DMLC) group, USA)] coupled with sampling 

techniques will be studied with the ensemble models.
33,34

 Then, the above-mentioned techniques will be 

integrated into the web-based tool developed here and made publicly available through subsequent updates. 

Thus, the software will continue to produce more robust and consistent classification results. 

    CONCLUSION 

Based on the results of this study, oversampling methods enabled successful classification performance more 

than undersampling methods. When the undersampling methods were applied, the three classification models 

could not accurately classify the data, whereas when the oversampling methods were implemented, the SVM-

RBF model outperformed the other 2 models. Taken together, the web-based application proposed, developed, 

and validated in this study represents a promising tool for medical researchers and clinicians alike with the 

potential to greatly facilitate biotechnology-based efforts toward improving human health and well-being.  
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