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Binomial Additive Modeling for
Nonlinear Relationships

Dogrusal Olmayan Iliskiler I¢in
Binomial Toplamsal Modelleme

ABSTRACT Objective: In most of the fields, researcher misapplies linear models, although there are
more complex models needed. In this study generalized additive modeling of a real life data set is
taken into account for binomial response case. Material and Methods: Generalized additive models
(GAM) have become an elegant and practical option in model building. Those models represent an
extension of generalized linear models (GLM) with a linear predictor involving a sum of smooth
functions of covariates. GAMs allow for rather flexible specification of the dependence of the
response on the covariates by specifying the model in terms of smoothing functions besides linear
components. The advantage in that type of modeling is that the forms of the explanatory variables
are not predetermined unlike in linear regression modeling but are constructed according to
information derived from the data. This provides significant advantage for the nonparametric
modeling over the linear regression modeling. Results: The models that are constructed for different
components are interpreted and compared using Un-Biased Risk Estimator criterion. The model
which best explains the structure of the dataset using splines in term of UBRE is given.

Key Words: Linear models; models, statistical; models, theoretical

OZET Amag: Pek ¢ok alanda aragtirmacilar daha karmagik regresyon modelleri olusturmalar
gereken durumlarda, yanhslikla dogrusal modelleme yapmaktadirlar. Bu galismada binomial yanit
degiskeni oldugu durumda gercek bir veri seti igin genellestirilmis toplamsal modelleme ele alin-
mustir. Gereg ve Yontemler: Genellestirilmis toplamsal modeller model kurmada iyi ve pratik bir
secenektir. Bu modeller, bagimsiz degiskenlerin diizgiin fonksiyonlarinin toplamini iceren bir
dogrusal tahminciyle olusturulmus genellestirilmis dogrusal modellerin genisletilmis halidir.
Genellestirilmis toplamsal modeller dogrusal bilesenlerin yanisira diizeltilmis fonksiyonlarin olus-
turdugu terimleri de icererek, bagimsiz degiskenler ile bagiml degiskenlerin belirlenmesinde daha
esnek bir yapiya sahiptirler. Bu modellemenin bir avantaji agiklayic: degiskenlerin sekli dogrusal re-
gresyonda oldugu gibi énceden belirlenmek yerine veriden alinan bilgiye gére olusturulur. Bu
durum nonparametrik modellemenin dogrusal regresyonla modellemeye gore belirgin bir avanta-
jidir. Sonuglar: Farkli bilesenler i¢in kurulan modeller yorumlanmis ve yansiz risk tahmincisi kri-
terine gore kargilagtirlmilstir. Veri setinin yapisim1 UBRE skorlarina gore en iyi agiklayan model
verilmistir.

Anahtar Kelimeler: Dogrusal modeller; modeller, istatistiksel; modeller, teorik
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eneralized additive models play a special role for several reasons.
First, they are natural extension of the generalized linear models.
Second they can be used for time dependent observations. And most
importantly semiparametric extension is available.The choice of the degre-
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e of smoothness is integrated with variable selecti-
on in a computationally efficient manner using cri-
teria such as GCV or UBRE.

Additive regression models were introduced
in the early eighties, and extended by the work of
Buja et al. and Hastie & Tibshirani.'? Stone and Ne-
wey studied properties of estimators.>* Opsomer
and Ruppert and Opsomer studied asymptotic pro-
perties of the backfitting estimator in detail.>* Mo-
del selection methods for GAMs are still under
study. However, Generalized Cross Validation
(GCV) and Un-Biased Risk Estimator (UBRE) are
commonly used in recent studies.”?

In this study, occurrence of fire will be consi-
dered as a random phenomenon and a generalized
additive model with several explanatory variables
will be fitted. It is clear that fires depend on local
conditions such as: elevation, wind speed, precipi-
tation, air humidity, topography and other variab-
les. Although the meteorological variables are
important there are some other variables might be
important, too. Our aim is to obtain a model which
best explains the structure of the dataset using spli-
nes in terms of UBRE.

The forest fire happens because of two main
reasons, the human error or the nature process.
This study will concentrate on meteorological va-
riables other than the human error. Indeed, most
of the studies found that weather during the fire
season is the most significant factor and rainfall has
a modest negative relationship with the burnt are-
a. Indeed, forest fire is one of the most dangerous
hazard for the human being. Because of that, it de-
serves considerable attention to prevent this disas-
ter on time. Knowing that what cause the
significant fires will play essential role for the ne-
cessary prevention plans.

Since the fires are one of the major environ-
mental concerns in all over the world, the risk
analysis of probability of occurrence a forest fires
have almost been interesting field for researchers.
Preisler, Haase and Sackett developed a stochastic
model for temperature profiles recorded at four
depths beneath the soil during a large prescribed
burn study and they assessed the temporal fit of the

Turkiye Klinikleri J Biostat 2011;3(2)

Ahmet SEZER et al

data to particular solutions of the heat equation
using random effects model.’ Ballart and Riba exa-
mined the relation between government measures,
human participation, climate variables and forest
fires.! Miller and Yool compared the sizes of sim-
ulated fire areas resulting from fuels maps.!! Diaz-
Delgado, Lloret and Pons estimated fire frequency
in Catalonia for the last quarter of the 20® Century
from historical burned area maps fitting a Weibull
distribution to the observed proportion of fire in-
tervals.”?

Dayananda and Mandallaz and Ye employed
Poisson distribution for the number of fires.!* Mar-
tell mentioned that Symington showed that in the
Parry Sound district of Ontario, the negative bino-
mial distribution fit the historical fire occurrence
data better than the Poisson distribution.' In anot-
her approach Poulin and Costello used the logistic
distribution.® Brillinger, Preisler and Benoit studi-
ed probabilistic risk assessment using generalized
mixed model.'®

I GENERALIZED LINEAR MODELS

Let yy,..., y, denote n independent observations
on a response. In the general linear model we assu-
me that Yi has a normal distribution with mean
and o2

GLM relaxes the assumption of normality by
supposing the responses are drawn independently
from a one parameter exponential family distribu-
tion, with density or probability function
p(y,-;ﬁ,-,w)=e><p( w%(yw) j M)

Here, []; is the natural parameter of the expo-
nential family, ¢ is the scale parameter. The form
of the distribution in Eq. (1) is determined by the
functions b and c. In GLM the second assumption
on the mean is that it follows a linear model. A
transformation of the mean, g(u;) is given by Eq. (2):

n= g ) =X . 2)

and 7, is called the linear predictor. The function
g(u;) is called the link function. Link functions in-
clude of several examples: Identity, log, logit, pro-
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bit and reciprocal. Since the link function is one to
one, it can be invertible as

#=g"(xp). ®3)

Therefore, the quantity #; is much simpler
than the model for ;. Here it should be noted that
the transformation is not related to y; but its expec-
ted value of p;.

Nelder and Wedderburn proposed Fisher sco-
ring as a general evaluation of ﬁ .7 Each iteration of
Fisher scoring method for numerical evaluation of
the maximum likelihood estimation is weighted le-
ast squares regression. So that, the estimates of pa-
rameters ,8 , are obtained by iteratively re-weighted
least squares in GLM.

I GENERALIZED ADDITIVE MODELS

A generalized additive model is a linear predictor
involving a sum of smooth functions of covariates.
The model is given in Eq. (4)

814,) = X0+ 1,5, )% fo(0, )+ f (833 ) F . )

Here, X i* is the ith row of the model matrix
for any strictly parametric model components,
i=1,...,n. is the corresponding parameter vector.
4; =E(Y)) and Y; has some exponential family dis-
tribution. Additive models are attractive as they
provide effective dimension and great flexibility in
modeling.? For the choice of the degree of the smo-
othness in GAM, unbiased risk estimation (UBRE)
is used.

GAM is fitted by backfitting algorithm. It can
be represented using penalized regression splines
and the appropriate degree of smoothness for the
/i can be estimated by UBRE.!® The fitting objec-
tive amounts to minimizing

SS() = |- Xp + 2,65, ©)

with respect to f8. Here, §; is called the penalty ma-
trix and A is smoothing parameter. For numerical
results, penalized iterative reweighted least squares
method is prepared. UBRE is used for smoothing pa-

rameter selection and it is defined as in Eq. (6)
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V,() =|ly—Ay[' /n-c" +2tr(A)c /n (6)

A indicates the influence matrix. Hence, it se-
ems reasonable to choose smoothing parameters
which minimize the UBRE, when o2 is known."”

I APPLICATION

Variable selection is an important issue in both pa-
rametric and nonparametric in nature. However,
nonparametric framework is more challenging
than a parametric approach because of the lack of
underlying assumptions that makes it difficult to
define a general test approach for variable selecti-
on. The occurrence of fire is considered as a ran-
dom phenomen and a generalized additive model
with several explanatory variables is fitted. The re-
sponse variable is defined as (burnt area) the bino-
mial variable. For some specific value, we defined
that burnt area is big enough to say that the fire is
large and for other case it is insignificant.

There are several fire weather index systems
constructed such as Canadian Forest Fire Index
System, The French Index (RN), the Spanish Index
(ICONA), etc to combine the affects of several va-
riables.” Fire Weather Index (FWI) is the first part
of the Canadian Forest Fire Danger Rating System
introduced into New Zeeland in 1980. The FWTI is
based on weather readings taken at noon Standard
time and rates fire danger at the mid afternoon pe-
ak from 2 to 4pm. Weather readings required are:
air temperature (in the shade), relative humidity
(in the shade), wind speed (at 10 meters above gro-
und for an average over 10 minutes), rainfall (for
the previous 24 hours). The FWI has six compo-
nents: fine fuel moisture code (FFMC), duff mois-
ture code (DMC), drought code (DC), initial spread
index (ISI), build up index, fire weather index.

FFMC: this is a numerical rating of the mois-
ture content of surface litter and other cured fine
fuels. The FFMC rating is on a scale of 0 to 99. Any
figure above 70 is high, and above 90 is extreme.

DMC is a numerical rating of the average mo-
isture content of loosely compacted organic layers
of moderate depth. The code indicates the depth
that fire will burn in moderate duff layers and me-
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dium size woody material. The DMC rating is dry
if more than 30 or intensive burning will occur in
the duff and medium fuels if above 40.

DC is a numerical rating of the moisture con-
tent of deep, compact, organic layers. It shows the
likelihood of fire involving the deep duff layers and
large lags. The DC rating of 200 is high, and more
than 300 is extreme which indicates that fire will
involve deep sub-surface and heavy fuels.

ISI indicates the rate fire will spread in its
early stages. It is calculated from the FFMC rating
and the wind factor. The rating starts from 0 to 10
which mean a high rate.

The information of the data used is listed below:

Temperature (Temp) - in Celcius degress (2.2
- 33.30)

Relative Humidity (RH) - in % (15.0 - 100)
Wind Speed (Wind) - Wind speed in km/h
(0.40 - 9.40)

FFMC - FFMC index from the FWI system
(18.7 - 96.20)

DMC - DMC index from the FWI system (1.1
-291.3)

Ahmet SEZER et al

DC - DC index from the FWI system (7.9 -
860.6)

ISI - ISI index from the FWI system (0.0 -
56.10)

The data set is described in detail in http://arc-
hive.ics.uci.edu/ml/datasets/Forest+Fires (Table 1).2°

I CONCLUSION

We obtained a model which best explains the struc-
ture of the dataset using splines in term of UBRE.
Because of concurvity we expect to have just one of
the index variables in the model. UBRE scores sug-
gest that smooth function of FFMC and linear form
of the temperature (model 15) found significant fac-
tors on the burnt area. Same UBRE score obtained
when both FFMC and Temperature were included
in the model as smooth function (model 16). Pre-
diction power of the models may be tested to deci-
de the form of the temperature for the best model.

We believe that the affect of the relative hu-
midity and wind speed has been covered by the
FFMC index. In this study it is shown that GAMs
can be successfully used for the nonlinear relati-
onship besides with some linear predictors for a bi-

TABLE 1: Selection of models via UBRE.
Models FFMC DMC DC ISI Temp Wind RH UBRE
1 p 0.172
2 s (insig) p s (insig) 0.140
8 s (insig) p 0.121
4 p s (insig) 0.129
5 p (insig) 0.158
6 s (insig) p s (insig) 0.136
7 s (insig) p s (insig) s (insig) 0.156
8 s (insig) s (insig) s (insig) 0.124
9 S p S 0.034
10 S p s(insig) 0.032
11 s(insig) p(insig) p 0.032
12 s(insig) s(insig) p 0.021
13 s(insig) p 0.016
14 p(insig) s(insig) 0.125
15 S p 0.012*
16 S S 0.012*
17 S S S p -0.05

p: parametric linear component; s: smooth function ; insig: insigficant
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nomial response variable. We should emphasize
that the studies with small R? (determination of co-
efficient) value is commonly obtained in many fi-
elds. This might be the indication of some
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