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ABSTRACT Objective: The aim of this study is to compare the effects 

of dimensionality reduction methods [least absolute shrinkage and se-
lection operator (LASSO), principal component analysis (PCA), and 

independent component analysis (ICA)] on various support vector ma-

chine (SVM) classification methods in high-dimensional acute myeloid 

leukemia (AML) gene expression data. Material and Methods: In this 

study, gene expression omnibus database was used to analyze gene ex-

pression profiles in AML patients. Data included expression levels for 

64 individuals and 22,283 genes. SVM with different kernel functions 
were used in dimensionality reduction analyses LASSO, PCA, and ICA 

classification analyses. 10-fold cross-validation with 10 iterations and 

random search were used for resampling and hyperparameter optimiza-

tion. The performance of the model was evaluated using the average 

accuracy, sensitivity, specificity, precision, and F criterion of 500 itera-

tions. Results: AML data were filtered to reveal 6,201 genes. After 

PCA/ICA, 10 components were extracted, and 21 genes were selected 

as biomarkers for AML disease. While the polynomial kernel function 
model with PCA achieved the highest accuracy, the SVM models 

with polynomial kernel function showed the best performance for all 

analyses. The models were then selected for their potential bio-

markers. Conclusion: In order to build classification models using 

gene expression data, high dimensionality should be eliminated using 

dimensionality reduction methods. This reduces the analysis time and 

improves the prediction performance. In the AML gene expression data-

set, SVM models with polynomial kernel function give better results 
than linear and radial basis models. 

 

Keywords: Dimension reduction; gene expression; feature extraction;  

                    feature selection; biomarker discovery  

ÖZET Amaç: Bu çalışmanın amacı, yüksek boyutlu akut miyeloid lösemi 

(AML) hastalığı gen ifadesi verilerinde boyut azaltma yöntemlerinin [en az 
mutlak küçülme ve seçim operatörü (least absolute shrinkage and selection 

operator “LASSO”), temel bileşen analizi (principal component analysis 

“PCA”) ve bağımsız bileşen analizi (independent component analysis 

“ICA”)], çeşitli destek vektör makinesi [support vector machine (SVM)] 

sınıflandırma yöntemleri üzerindeki etkilerini karşılaştırmaktır. Gereç ve 

Yöntemler: Bu çalışmada, AML hastalarında gen ekspresyon profillerini 

analiz etmek için gen ekspresyon omnibus veri tabanı kullanılmıştır. Veri-
ler, 64 kişi ve 22.283 gen için ifade düzeylerini içermektedir. Boyut azaltma 

analizleri LASSO, PCA ve ICA sınıflandırma analizlerinde, farklı çekirdek 

fonksiyonlardaki SVM kullanıldı. Yeniden örnekleme için 10 tekrarlı 10 kat 

çapraz doğrulama ve hiperparametre optimizasyonu için rastgele arama 

kullanılmıştır. Modelin performansı, 500 tekrarlı örneğin ortalama doğru-

luk, duyarlılık, seçicilik, kesinlik ve F kriteri kullanılarak değerlendirilmiş-

tir. Bulgular: AML verileri filtrelenerek 6.201 gen ortaya çıkarılmıştır. 

PCA/ICA sonrasında 10 bileşen çıkarılmış ve 21 gen, AML hastalığı için 
biyobelirteç olarak seçilmiştir. PCA ile polinom çekirdek fonksiyonu modeli 

en yüksek doğruluk elde ederken, polinom çekirdek fonksiyonlu SVM mo-

delleri tüm analizler için en iyi performansı göstermiştir. Modeller, daha 

sonra potansiyel biyobelirteçleri için seçilmiştir. Sonuç: Gen ifadesi verilerini 

kullanarak sınıflandırma modelleri oluşturmak için boyut azaltma yöntemleri 

kullanılarak yüksek boyutluluk ortadan kaldırılmalıdır. Bu durum, analiz 

süresini kısaltır ve tahmin performansını artırır. AML gen ifadesi veri setinde 

polinomial çekirdek fonksiyonuna sahip SVM modelleri, doğrusal ve radyal 
tabanlı modellerden daha iyi sonuçlar vermektedir. 
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Today, with the development of technology, the increasing data size gives rise to multidisciplinary stud-

ies and fields. One of these fields, bioinformatics, is becoming indispensable in biomedical research. There 

are 2 main reasons why researchers from different disciplines who work with smaller data sets turn to re-

search fields such as bioinformatics, where much higher-dimensional data sets are available. The first of 

these is the Human Genome Project, which is considered a natural result of the history of genetic research, 

and the second is microarray technology, which allows rapid and economical measurement of gene expres-

sion levels for thousands of genes at the same time.
1,2

 

With the Human Genome Project, an international research program that comprehensively examines the 

structure, organization and function of human genes, results were completed for 90% of the three billion 

base pairs of the entire genome in February 2001 and 100% in April 2003.
2,3

 Research conducted through 

this project has led to a large and growing library of organisms containing high-dimensional data sets of se-

quenced genomes.
1
 

Microarray technology has made it possible to analyze thousands of gene expression profiles related to 

many diseases, especially cancer, simultaneously. Data mining methods are gaining importance in cancer re-

search using this technology. Classification of gene expression profiles with the help of microarray data sets 

is becoming a common study in biomedical research. Success in diagnosis and treatment can be achieved di-

rectly by determining “biomarker” genes that may be effective for diseases. Thanks to the determined bi-

omarkers, personalized preventive treatments can be applied before diseases progress. For this reason, a sig-

nificant part of cancer research consists of cancer classification, discovery of cancer subclasses, and selec-

tion of the most important genes that can be biomarkers for the type of cancer of interest.
4
 

Gene expression datasets obtained with microarray technology generally contain a large number of gene 

information belonging to a small number of patients. These datasets, which can be defined as high-

dimensional for data mining, reduce model performance during the modeling phase. For this purpose, di-

mensionality reduction analyses should be performed with feature selection and/or feature extraction meth-

ods before performing classification analyses on gene expression datasets. After selecting genes/components 

with distinguishing features for the disease, classification models can be created to both shorten the analysis 

time and increase the performance of the created models. 

This study aims to investigate the effects of feature extraction and feature selection methods on the per-

formance of the classification model for dimensionality reduction in the acute myeloid leukemia (AML) dis-

ease gene expression dataset. For this purpose, after applying the necessary preprocessing steps to the data-

set; principal component analysis (PCA) and independent component analysis (ICA) from feature extraction 

methods, and least absolute shrinkage and selection operator (LASSO) method from feature selection meth-

ods were applied to the dataset separately. Then, classification models were established on the reduced data 

sets with the support vector machine (SVM) algorithm with linear, polynomial and radial based kernel func-

tions. 

    MATERIAL AND METHODS 

DATASET  

In this study, the AML dataset uploaded to the gene expression omnibus (GEO) data repository with the 

code GDS3057 was used. Since the current study uses gene expression data shared as open access, ethics 

committee approval is not required. AML is one of the most common and fatal forms of hematopoietic ma-

lignancies, and conducted a study on the role of some genes over expressed in AML based on the hypothesis 

that previously unnoticed expression changes that occur only in AML blasts can be identified by microarray. 

To test this hypothesis, gene expression profiles were compared between normal hematopoietic cells from 38 

healthy donors and leukemic blasts from 26 AML patients. The AML dataset contains expression levels of 

22,283 genes from 64 individuals.
5
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METHODS 

All analyses in this study were performed in R 3.6.3 program. R program can be downloaded free of charge 

from http://cran.rproject.org/. The reasons for preferring R program are; it has a structure that provides fast 

results in high-dimensional data sets such as gene expression data, and it is user-friendly. In the study, nor-

malization function in affyPLM package was used for normalization operations, PCA function in mixOmics 

package for PCA, fastICA function in fastICA package for ICA, and glmnet function in glmnet package for 

LASSO feature selection.
6-9

 PCA, ICA, LASSO feature selection, and feature extraction methods were ap-

plied to reduce the size of AML gene expression data set. Normalization process was performed before PCA 

method was applied to AML data set used in the study. Before feature selection and feature extraction meth-

ods were applied, nsFilter function in geneFilter package was used for gene filtering process in R program. 

In this function, the features that show little change between samples or constantly low signal as a result of 

filtering are filtered out.
10

 In the modeling phase, iterative 10-fold cross-validation method was used as the 

resampling method. Different kernel function SVMs in the caret (Classification and Regression Training) 

package were applied to the reduced data sets.
11

 Random search method was used for hyperparameter opti-

mization. Correct classification rates of the created classification models were given to evaluate the model 

performance. In addition to the correct classification rate, sensitivity, which expresses the rate of positive test 

results among those who are actually sick, specificity, which expresses the rate of negative test results 

among those who are actually healthy, and precision, which expresses the ratio of the number of true positive 

samples predicted as class 1 to the total number of samples predicted as class 1, were calculated as perform-

ance measures. However, precision and sensitivity measures alone are not sufficient to draw a meaningful 

comparison result. For this reason, it is more correct to evaluate both measures together. In addition to the 

correct classification rate, sensitivity, specificity, and precision criteria, the F criterion, which is calculated as 

the harmonic mean of the sensitivity and precision criteria, is also given. In addition to all these criteria, the 

analysis times are also given in seconds in order to see the effects of dimensionality reduction analyses on 

the modeling time. 

LEAST ABSOLUTE SHRINKAGE AND SELECTION OPERATOR FEATURE SELECTION 

LASSO method was first used by Robert Tibshirani in 1996. The 2 main tasks of the method are regularization 

and feature selection. LASSO method imposes a constraint on the sum of absolute values of model parameters, 

the sum must be less than a fixed value (upper bound). To do this, the method applies a narrowing (regulariza-

tion) process in which it penalizes the coefficients of regression features that reduce some of them to zero. Dur-

ing feature selection, variables that still have a non-zero coefficient after the narrowing process are selected into 

the model. The aim of this process is to minimize the estimation error. In practice, the parameter λ, which con-

trols the strength of the penalty, is of great importance. When λ is large enough, the coefficients are forced to be 

exactly equal to zero, thus reducing dimensionality. The larger the parameter λ is, the more coefficients are re-

duced to zero. There are many advantages of using the LASSO method, first of all, it can provide very good 

estimation accuracy, because the reduction and removal of coefficients can reduce the variance without a sig-

nificant increase in the bias. It is especially useful when there are few observations and many features in the 

data set. Also, LASSO helps to increase the interpretability of the model by eliminating irrelevant features that 

are not correlated with the response feature (factor), in this way the problem of overfitting can be eliminated.
12

 

It is considered a constrained optimisation issue that intend to make the absolute weights being less than a con-

stant t (ref), as what is expressed in the formula. The formula has y as the dependent feature, x as the independ-

ent feature, α as the regression model constant, and β as the coefficient of P independent features. The t on the 

right-hand side represents the penalty coefficient, when the  < 0, some coefficients in the regression model will 

become 0 and be eliminated, thus achieving the effect of feature screening. 
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PRINCIPAL COMPONENT ANALYSIS  

PCA performs transformations on a dataset (with dimensions D) to create a new coordinate system (with a 

new set of dimensions, D'). The variance in the data is such that D′1 varies more than D′2, while D′2 var-

ies more than D′3. In simpler terms, the most important information about the data is fit  into one dimen-

sion, then the same is done for a second dimension, and so on, until the same number of created dimen-

sions are found in the data as were originally present. This means that the first dimension can describe the 

original structure of the data more than the second. As a dimensionality reduction method, in PCA, less 

important dimensions can be omitted to describe the data. For example, if the user specifies that 95% of 

the variance should be preserved, D′ will contain the smallest set of dimensions that preserves at least 95% 

of the original variance. When focusing specifically on how the theoretical basis of an algorithm affects 

performance, one should consider the metric by which the dimensions are determined (i.e. variance). 

When data are continuous, multivariate normal, and independent, variance will be a useful metric. In addi-

tion, data sets that do not meet these assumptions will give poor results when analyzed with PCA. There-

fore, it is essential to check whether the assumptions are met before applying PCA. In addition, PCA is a 

method that finds linear components in the data. However, nonlinear components can also be present in 

the data. Running PCA on such data may yield worse results than algorithms that do not make such an as-

sumption.
13

 

INDEPENDENT COMPONENT ANALYSIS 

The aim of ICA is to obtain a linear transformation of non-normally distributed data in a way that will make 

them statistically independent or as independent as possible. ICA was first put forward by Hérault et al., in a 

study on the development of a simplified model of the movement in muscle contraction.
14

 The name inde-

pendent components was first mentioned in an article written by Comon.
15

 ICA has a wide range of applica-

tions in different disciplines such as genetics, image processing, brain tomography, communication, finance, 

seismology, etc. In ICA, it is assumed that multivariate data consists of a linear combination of a number of 

independent components (factors). The number of components is generally taken to be equal to the number 

of variables. If we represent the data set consisting of p variables, each sampled at n points, with the Z ma-

trix, the Z matrix in the ICA model is 

Z= AY                 

is expressed by matrix multiplication. In this equation, A: represents the mixture matrix, Y: represents 

the source matrix containing the independent components. Here, both the mixture matrix and the source ma-

trix are unknown. Under ICA, both matrices are estimated using only the original data matrix. First, the mix-

ture matrix is estimated. Then, the matrix containing the independent components is obtained by multiplying 

the inverse of A with the Z data matrix. In order for the ICA model to be defined, the independent compo-

nents must not be normally distributed. In addition, it is assumed that the number of mixtures is equal to the 

number of independent components. This assumption facilitates the operations required for separation. ICA 

is similar to multivariate methods such as PCA, factor analysis (FA), and minimum/maximum autocorrela-

tion factors (MOF) analysis. Multivariate data sets are expressed as a linear combination of factors in all of 

these methods. While uncorrelated and normally distributed factors are obtained with PCA, FA, and MOF 

methods, when the data set is analyzed with ICA, independent and also non-normally distributed factors are 

obtained.
16,17

 

SUPPORT VECTOR MACHINE MODELS 

SVM is one of the classification methods that has been frequently used in recent years and gives quite 

good results. This method is used in different areas such as diagnosis of diseases, different engineering 

applications, etc.
18

 The SVM method proposed by Cortes and Vapnik uses the principle of minimizing 
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structural risk. In this technique, a plane is examined in which the distances of 2 classes/groups to the 

closest observations are maximized.
19

 Data that are not classified with linear methods are mapped to a 

larger dimensional space by the SVM method using a nonlinear function. A second-order optimization 

equation can be used in training SVM.
20

 At the same time, in machine learning methods, SVMs (also 

called support vector networks) are models supervised by learning algorithms used for classification and 

regression analysis. Given a set of training examples, each of which is marked as belonging to one or the 

other of 2 categories, an SVM training algorithm creates a model that assigns new examples to 1 or the 

other of the examined categories using a binary classifier. In an SVM model, examples are represented as 

points in space, and examples of separate categories are divided by a gap as open as possible. New ex-

amples are then assigned to the same space, and a category is predicted based on which side of the gap 

the new examples belong to. In addition to linear classification, SVMs can a lso successfully handle 

nonlinear classification problems, implicitly mapping their inputs to high-dimensional feature spaces. 

When the possible groups to which data can be assigned are not known, supervised learning is not poss i-

ble. In this case, an unsupervised learning approach is required that performs the natural clustering of 

data into groups and then assigns new data to these groups.
21

 The soft-margin SVM solves the following 

optimization problem: 

 

min   ½       +  C              
     

                                       w,b,   

subject to: 

                              

 

In this study, various SVM models were constructed with different kernel functions, as  

detailed in, and applied to the dimensionally reduced datasets using PCA, ICA, and LASSO methods 

(Table 1). 

HYPERPARAMETER OPTIMIZATION 

The random search method, which is one of the frequently used methods in the literature for hyperparameter 

optimization, was used in the study. The method was first proposed by Bergstra and Bengio in an article 

published in 2012. In the random search method, hyperparameter ranges are determined using preliminary 

information about the problem. Then, instead of trying each of the values in this range, hyperparameter 

groups are created by selecting random values. The model is trained with different random parameter groups 

until the parameters that provide the best performance are found.
22

 

 

 

TABLE 1: Kernel types and functions  
 

Kernel types Function 

Linear k(x,y)= xT y + c 

Polynomial k(x,y)=(axT y + c)d 

Radial basis k(x,y)= exp(- x-y2 
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    RESULT 

After filtering the AML dataset containing 22,283 gene expression data with Nsfilter, 6,201 genes remained 

in the dataset. After applying PCA, ICA, LASSO methods to the filtered dataset depending on the purpose of 

the study, linear, polynomial and radial based kernel function SVM methods were applied. The 10 principal 

components created with PCA explained 89% of the total variance in the dataset. The results for the training 

dataset for each method used are given (Table 2). The correct classification rates of the linear, polynomial 

and radial based SVM models created with 21 genes selected after LASSO feature selection from the models 

established for the training data set were found to be 1 for the training set. The accuracy rates of the polyno-

mial and radial based SVM models created with 10 selected components after ICA were also found to be 1 

for the training set.  

 

 

TABLE 2: Results of the models for the training dataset  
 

Dimensionality reduction method Optimization parameters Parameter values Accuracy (%) 

Linear C 4 98.52 

Linear/PCA C 323.29 99.69 

Linear/ICA C 0.66 99.83 

Linear/LASSO C 0.052 1 

Polynomial 

C 188.94 

99.03 Degree 1 

Scale 0.0001 

Polynomial/PCA 

C 1.804 

99.85 Degree 2 

Scale 0.0048 

Polynomial/ICA 

C 0.38 

1 Degree 3 

Scale 1.89 

Polynomial/LASSO 

C 0.067 

1 Degree 1 

Scale 0.067 

Radial based 
C 2.01 

99.13 
sigma 7.85 

Radial based/PCA 
C 0.20 

99.23 
sigma 0.022 

Radial based/ICA 
C 0.72 

1 
sigma 0.02 

Radial based/LASSO 
C 0.03 

1 
sigma 0.031 

 

PCA: Principal component analysis; ICA: Independent component analysis; LASSO: Least absolute shrinkage and selection operator  

 

Considering the accuracy value, the highest values in classifying the AML gene expression data set are 

in the models established with Polynomial SVM. The accuracy rates were found as; PCA+polynomial 

(95.64%), ICA+polynomial (95.41%), LASSO+polynomial (95.38%), respectively (Table 3).  
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TABLE 3: Results of the models for the test data set 
 

Feature extraction/  
selection method 

SVM kernel 
function 

Accuracy (%) Sensitivity (%) Specificity (%) Precision (%) F-score (%) 
Analysis time 

(sec.) 

Original data 

Linear 94.10 93.22 95.25 94.79 93.31 2,155.8 

Polynomial 95.05 94.24 96.04 95.08 94.08 2,174.77 

Radial based 95.01 94.35 95.56 94.58 93.92 2,252.36 

PCA 

Linear 95.20 93.72 96.22 95.28 93.97 35.78 

Polynomial 95.64 94.53 96.46 95.48 94.99 36.33 

Radial based 94.94 93.54 95.90 94.91 93.65 36.07 

ICA 

Linear 95.15 93.83 96.05 95.09 93.91 34.24 

Polynomial 95.41 94.02 96.03 95.1 94.05 38.97 

Radial based 95.07 93.84 95.91 94.94 93.86 35.74 

LASSO 

Linear 94.98 93.71 95.85 94.90 93.75 32.67 

Polynomial 95.38 93.36 96.27 95.39 93.84 33.54 

Radial based 95.23 94.26 95.89 94.90 94.05 35.53 
 

SVM: Support vector machine; PCA: Principal component analysis; ICA: Independent component analysis; LASSO: Least absolute shrinkage and selection 
operator  

 

 

When examined, the gene that contributes the most to the model out of 21 genes obtained with the 

LASSO feature selection method is the gene with probe number 219624_at (Figure 1). 

 

 

 
 

FIGURE 1: Importance order of genes added to the model after LASSO 

LASSO: Least absolute shrinkage and selection operator 
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Information about some of the 21 genes selected with the LASSO feature selection method was ob-

tained from the BioGPS database and is given (Table 4). When Table 4 is examined, the genes selected with 

the LASSO method are effective genes in the diagnosis and treatment of AML disease and are genes that can 

be biomarkers in AML disease. 

 

 

TABLE 4: Descriptions for some of the genes selected by LASSO feature selection  
 

Probe set name Descriptive Gene symbol Function 

219624_at BAG cochaperone 4 BAG4 

The protein encoded by this gene is a member of the BAG gene family of 

related proteins and is an anti-apoptotic protein (anti-apoptotic protein: 

cell proliferating protein). The BAG gene family is expressed at low levels 

in normal blood cells but is highly expressed in both primary leukemia 

and established cell lines of leukemia patients. BAG gene expression 

levels are higher in drug-resistant patients compared to chemotherapy-

sensitive patients.23 

219288_at 
chromosome 3 open  

reading frame 14 
C3orf14 

The C3orf14 gene, found in the study conducted for the discovery and 

validation of expression data of the Washington University Acute Myeloid 

Leukemia Program Genomics, was found to be a gene that could be a 

biomarker for AML disease.24 

212224_at 
aldehyde dehydrogenase 1 

family member A1 
ALDH1A1 

Leukemic cells with toxic ALDH1A1 substrates may be a novel targeted 

therapeutic strategy for AMLs.25 

219737_s_at protocadherin 9 PCDH9 
PCDH9 upregulation is a poor prognostic factor in ALL. That is, it is highly 

expressed in leukemia.26  

206148_at 
interleukin 3 receptor  

subunit alpha 
IL3RA 

The IL3RA gene shows increased expression in AML samples compared 

to normals.5 

206470_at plexin C1 PLXNC1 PLXNC1 gene expression is decreased in AML.5 

201765_s_at 
hexosaminidase  

subunit alpha 
HEXA 

There is information in the literature that Tay-Sachs disease is caused by 

mutation in the alpha subunit of hexosaminidase.27 

209112_at 
cyclin dependent kinase 

inhibitor 1B 
CDKN1B CDKN1B is a potential candidate gene for prognosis in AML.28 

204269_at 
Pim-2 proto-oncogene, 

serine/threonine kinase 
PIM2 It may be a treatment target for AML patients.29 

206207_at 
Charcot-Leyden crystal 

galectin 
CLC May be associated with myeloid leukemias.30 

 

AML: Acute myeloid leukemia; ALL: Acute lymphoblastic leukemia 

 

 

    DISCUSSION 

The dimensions of gene expression data sets obtained from microarray experiments are quite high. Due to 

their high dimensionality, modeling analyses with gene expression data sets take a long time and therefore 

these data sets can lead to computational inefficiency in analyses. The high dimensionality problem can also 

cause a decrease in model performance. In addition, a large number of genes in gene expression data sets can 

cause a classification algorithm that overfit to the training examples and generalize new examples poorly. In 

order to eliminate these problems, the results of two different forms of dimensionality reduction; PCA, ICA, 

LASSO methods from feature selection and feature extraction methods were comparatively examined in this 

study. According to the results, models created with the raw data set without applying dimensionality reduc-

tion methods caused computational inefficiency for the AML gene expression data set. When the analysis 

times were examined, the model established with PCA was completed in the shortest time (35.78 sec.), and 

the model established with radial-based SVM without any processing to the data set was completed in the 
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longest time (2,252.36 sec.). In addition, the classification models (linear, polynomial and radial based 

SVM) established without dimensionality reduction for both training and test data sets showed lower per-

formance compared to the models established after dimensionality reduction analyses. In other words, fea-

ture selection and feature extraction methods applied before classifying the AML gene expression data set 

increased the classification performance. When the PCA and ICA feature extraction methods are compared, 

PCA performed better in the models established with linear SVM and polynomial kernel function SVM for 

the test data set, and ICA performed better in the SVM model established with radial basis function. When 

the models established as a result of LASSO feature selection and PCA/ICA feature extraction methods are 

examined; the model established with radial based SVM after LASSO feature selection method showed bet-

ter performance than the models established with radial based SVM after PCA/ICA feature extraction meth-

ods. The best SVM models established with all dimensionality reduced data sets as a result of PCA, ICA and 

LASSO methods are the models established with polynomial kernel function. In addition, 21 biomarker 

genes most related to AML disease were selected as a result of LASSO feature selection. Probe numbers of 

these selected genes were examined from BioGPS database and literature. There is information in the litera-

ture that these selected genes can be used as biomarker genes in diagnosis and treatment of AML disease. 

These genes selected with LASSO method can be used for networks that will help to detect other genes that 

cause AML disease. PIM2 and CDKN1B genes, which are among the genes selected with LASSO feature 

selection method, are genes that can be treatment targets for AML patients. Drugs that will be developed tar-

geting this gene may be effective in the treatment of AML disease. 

When compared to models that were processed with dimensionality reduction, models that were trained 

on unprocessed data had lower accuracy and required significantly longer computation time - as was dis-

played by a 2,252.36 second run of radial-based SVM vs only 35.78 seconds for PCA with linear SVM. The 

findings are in line with new research that highlights the important role of dimensionality reduction in bio-

logical data analysis, especially on high dimensions. Just an example is the application of machine learning 

in genomic data analysis, which has greatly enhanced precision medicine by enhancing diagnostic precision, 

and making clinical decisions more informed. Remarkably, deep learning models have routinely produced 

better accuracy and F1 scores than conventional approaches and as such they can potentially add value in 

precision medicine.
31

 Despite these strengths, our study has limitations. The sample size (n=64)--though 

typical for genomic studies--restricts broad generalizability. While rigorous resampling (10-fold cross vali-

dation with 500 iterations) minimized overfitting risks, validation in larger, independent cohorts (e.g., 

TCGA-AML) is essential. Furthermore, external validation of the 21 LASSO-selected biomarkers is under-

way to confirm their clinical utility across diverse populations. 

Both PCA and ICA are approaches for deriving new components from the data whereby they are differ-

ent from the role played by LASSO in selecting particular, relevant genes for AML classification. In linear 

and polynomial kernel SVM models, PCA outperformed ICA, with much weight attributed to effective vari-

ance extraction in linearly organized data in a comprehensive review - research publication.
32

 On the con-

trary, the ICA showed a modest advantage with radial basis function SVM, which suggests the capability of 

uncovering statistically independent features might be more in line with the non-linear assumptions of such 

models. Selecting 21 genes, LASSO was effective at dimensionality reduction as well as enabling the identi-

fication of biomarkers necessary for precision medicine. An examination of AML’s genetic profile affirms 

the clinical desirability of PIM2, CDKN1B and other LASSO chosen genes as potential targets for therapy, 

highlighting their importance in biology.
33

 The superior performance of polynomial kernel SVM across all 

dimensionality-reduced datasets suggests that this kernel effectively captures complex, non-linear relation-

ships in gene expression profiles. This observation is consistent with the study, which demonstrated that ker-

nel choice significantly impacts classification outcomes in high-dimensional settings.
34

 The computational 

efficiency gains-evident in reduced analysis times-further underscore the practical utility of these methods in 

clinical bioinformatics, where rapid processing is essential for real-time diagnostics. While 

PCA/ICA/LASSO provided interpretable feature reduction, emerging deep learning methods (e.g., varia-
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tional autoencoders) may better capture nonlinear structures in gene expression data. Future work will com-

pare these approaches to optimize the trade-off between computational efficiency and biological insight. 

    CONCLUSION 

For this study, AML gene expression dataset was analyzed utilizing three dimensional reduction methods 

(LASSO, PCA, ICA) with SVM classifiers. Notable findings reveal the serious improvement of computa-

tional speed and accuracy of models, with the data dimensionality reduced significantly. The polynomial 

kernel SVM outperformed others over and above PCA with its score of 95.6% accuracy. 21 genes were iden-

tified by LASSO, including the known AML biomarkers PIM2 and CDKNILB, as well as HEXA, a gene pre-

viously connected to Tay-Sachs disease. Such results underline the necessity of preprocessing high-

dimensional genomic data while suggesting HEXA as a new candidate for future AML research. Additional 

research should confirm these results on different datasets and discuss the possible involvement of HEXA in 

leukemia pathogenesis. Dimensionality reduction (LASSO/PCA/ICA) significantly improved AML classifi-

cation efficiency and accuracy using SVM, with polynomial kernels achieving optimal performance (95.64% 

accuracy post-PCA). We identified 21 candidate biomarkers via LASSO, including established targets 

(PIM2, CDKN1B) and novel candidates (HEXA).  
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