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ABS TRACT Objective: This study aims to analyze the effectiveness 
of the internet-based, free Teachable Machine (TM) platform, which 
does not entail code knowledge, in detecting the presence and types of 
strabismus in the optimum hyperparameters. Material and Methods: 
The images obtained from the patients who presented to our clinic with 
the complaint of ocular deviation were analyzed, and 523 [176 esotropia 
(ET), 195 exotropia (XT), and 152 orthophoria (ORTHO)] images were 
included in this study. After the images were uploaded to the TM plat-
form, 6 different batch sizes and 9 different learning rates were tested 
using the grid search method, with the number of epochs fixed at 4,000 
to determine the optimum hyperparameter. Results: The highest over-
all test accuracy was 0.887, and the hyperparameters from which this 
accuracy was obtained were 200 for the number of epochs, 256 for the 
batch size, and 0.0005 for the learning rate. In the TM model trained 
with these parameters, accuracy values of ET: 0.96, ORTHO: 0.78 and 
XT: 0.9 were obtained in the subgroups, respectively. Conclusion: To 
achieve optimal accuracy at the stage of development of the artificial 
intelligence model, users should determine the appropriate hyperpa-
rameter values depending on the size of the available dataset and the 
complexity of the data. The results we obtained by determining the 
optimum hyperparameters have revealed that the presence of strabis-
mus can be detected with high accuracy using TM, an internet-based, 
free deep learning platform that does not entail having code know-
ledge. 
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ÖZET Amaç: Bu çalışmada kod bilgisi gerektirmeyen, internet tabanlı, 
ücretsiz “Teachable Machine” (TM) platformunun optimum hiperpa-
rametrelerde şaşılık varlığı ve tiplerini saptamadaki etkinliğinin değer-
lendirilmesi amaçlanmaktadır. Gereç ve Yöntemler: Kliniğimize 
gözde kayma şikâyeti ile başvuran hastalardan elde edilen görüntüler 
analiz edilmiş olup, çalışma kriterlerine uygun olan 523 [176 ezotropya 
(ET), 195 ekzotropya (XT), 152 ortoforik (ORTO)] görüntü çalışmaya 
dâhil edilmiştir. Görüntüler TM platformuna yüklendikten sonra opti-
mum hiperparametrelerin belirlenmesi için döngü sayısı 4.000’e sabit-
lenerek 6 farklı küme boyutu ve 9 farklı öğrenme oranı ızgara arama 
metodu ile test edildi. Test edilen hiperparametrelerde elde edilen doğ-
ruluk ve hata değerleri kaydedildi. Bulgular: En yüksek genel test doğ-
ruluğu 0,887 olarak saptanmış olup bu doğruluğun elde edildiği 
hiperparametreler döngü sayısı için 200, küme boyutu için 256 ve öğ-
renme oranı için 0,0005 olarak tespit edilmiştir. Bu parametrelerle eği-
tilen TM modelinde alt gruplarda sırasıyla ET: 0,96, ORTO: 0,78 ve 
XT: 0,9 doğruluk elde edilmiştir. Sonuç: Yapay zekâ modelinin geliş-
tirilmesi aşamasında optimum doğruluğu elde edebilmek için mevcut 
veri setinin büyüklüğü ve verilerin karmaşıklığına bağlı olarak kulla-
nıcılar uygun hiperparametre değerlerini belirlemelidir. Optimum hi-
perparametreler belirlenerek elde ettiğimiz sonuçlar şaşılık varlığının 
kod bilgisi gerektirmeyen, internet tabanlı, ücretsiz derin öğrenme plat-
formu olan TM ile yüksek doğrulukta saptanabileceğini göstermekte-
dir. 
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Strabismus is a prevalent health problem af-
fecting approximately 2% (1.64-2.21) of the popu-
lation.1-3 Strabismus is an eye disorder that may 
cause amblyopia and binocular vision loss, as well as 
psychosocial problems, especially in children.4 Al-
though it is well-documented that these undesirable 
conditions can be prevented with orthoptic, medical, 
or surgical treatments after the diagnosis of strabis-
mus, the crucial point here is the correct and early de-
tection of the disease.5,6 However, strabismus can be 
detected with a thorough examination that takes time 
and requires specialization. It is noticed that an ef-
fective and low-cost screening program is needed for 
this disease where early diagnosis and treatment are 
of great importance. Given the number of ophthal-
mologists and the available resources, it seems to be 
a good alternative to carry out this screening program 
through artificial intelligence (AI). 

AI is promising in many domains of medicine 
regarding diagnosis and treatment facilities. Oph-
thalmology, where imaging is widely used, is the 
most important one of them.7 In the literature, studies 
have been published suggesting that AI models can 
be successfully used in disorders, such as diabetic 
retinopathy, age-related macular degeneration, glau-
coma, and strabismus, which are common in oph-
thalmology practice. However, in the studies, coding, 
special hardware, or paid platforms were often 
used.7,8 Hence, the use of AI models by ophthalmol-
ogists without coding knowledge has been limited. 
Currently, many internet-based AI applications that 
do not require coding have been made available to 
clinicians and other researchers who do not have cod-
ing experience. On the other hand, studies on the ef-
fectiveness of these platforms in the diagnosis of 
diseases are limited.9 The Teachable Machine (TM) 
application, made available by Google (California, 
United States), is also one of the internet-based, 
code-free, free AI platforms. The TM platform, 
which can be used for image classification pur-
poses, allows the user to determine various hyper-
parameters that may affect performance during the 
development of the model.10 This opportunity can 
be considered an advantage for obtaining success-
ful results in data sets such as strabismus with ex-
ternal imaging and broad range of variables.11,12 

The present study aims to determine the optimal 
hyperparameters to be used to determine the presence 
and type of strabismus with the TM platform. We 
also aim to assessment of the effectiveness of the free 
TM platform, which does not require coding in these 
optimal hyperparameters, in diagnosing strabismus. 

 MATERIAL AND METHODS 

TM 
The TM application (version 2.0) was made available 
by Google in 2017. The TM platform enables image 
classification using the MobileNet-V2 convolutional 
neural network (CNN).10,13 CNN is a deep learning 
technique that is widely used in image recognition 
software studies and gives very successful results.14,15 
The CNN we use here is a pre-trained neural network. 
The use of a pre-trained neural network allows the 
AI-based learning model to yield successful results 
even with very few samples.9,13,16 

The TM application is offered as an internet-
based, free, and publicly available image classifica-
tion tool (Figure 1). Users who want to create their 
own AI model using the TM platform can pass di-
rectly to the training phase after uploading the images 
they want to work with, or they can select the hyper-
parameter settings that may affect the success of the 
AI models from the advanced settings section and 
train their models in this way. After the training, the 
TM platform presented the accuracy values and error 
values of the model established to the user graphi-
cally, using the internal test data that it parsed by 15% 
from each group (Figure 2). 

HYpERpARAMETER 
Hyperparameters are variables that determine the 
structure of the artificial neural network and how it 
will be trained.12,17 Minor changes in hyperparame-
ters can lead to major changes in the training of our 
AI model.18 Artificial neural networks contain many 
filters that are used to extract features from the pro-
cessed image. Each of these filters has coefficients 
representing its weight in artificial neural networks. 
The AI updates these filter coefficients reversely and 
obtains the most accurate coefficients, considering 
the erroneous results in the training process of the 
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model. Each of these training loops is called an 
epoch. This update process backward in each loop is 
termed backpropagation. As the number of epochs in-
creases, the success of the model increases at the be-
ginning, but after a certain number of epochs, the 
model shows excessive fit with the training data 
(overfitting). In this case, the success of the AI model 
in the tested new data decreases. Therefore, the num-
ber of epochs should be kept within the ideal range.19-

21 In each training cycle, the weights of the filters with 
backpropagation change depending on the learning 
rate. The learning rate controls the rate at which the 

artificial neural network trains itself during each 
training cycle. A small learning rate requires a lot of 
training cycles, hence time, to achieve optimal re-
sults. A large learning rate achieves results in a 
shorter time, but the result is usually suboptimal.12,22 In-
stead of processing and learning all the data at the same 
time, the artificial neuronal network divides it into small 
groups, and the size of these groups is called the batch 
size.12,18,21 The TM platform contains three hyperpa-
rameters that the user can modify. These are the num-
ber of epochs the batch size, and the learning rate. 

DATA SET 
The images of the patients who presented to the oph-
thalmology clinic of Bezmiâlem Vakıf University 
Faculty of Medicine between 2014 and 2020 with the 
complaint of ocular deviation were analyzed retro-
spectively. The photographs of the patients were di-
vided into three groups namely exotropia (XT), 
esotropia (ET), and orthophoria (ORTHO). Images 
in which corneal light reflection was not apparent or 
with pathology that prevented clear selection of the 
reflex were excluded. Also, patients with head posi-
tion or vertical shifts were excluded from this study.  

To minimize the effects of variables, such as 
eyebrow, hair, skin color, and ear on the model per-
formance, all images were created with the help of the 
clipping function of the Fiji ImageJ (ImageJ, 1.53f; Na-
tional Institute of Health, Bethesda, MD, USA), the 
outer margin was arranged as the zygomatic arch and 
the lower margin as the nasal dorsum (Figure 3). 

FIGURE 1: The interface of the Teachable Machine application.

FIGURE 2: An image of an artificial intelligence model taken at the training phase. 
predetermined hyperparameters (A), accuracy (B) and error values of the model 
(C) are seen.
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A total of 523 (176 ET, 195 XT, and 152 
ORTHO) images that met the criteria of this study 
were identified and data sets were created. To deter-
mine the results with optimum accuracy, the number 
of epochs was fixed to 4,000, and six different batch 
sizes and nine different learning rates were tested 
with the grid search method. The training phase was 
stopped when overfitting tendency was detected (the 
test curve in the loss graph started to rise again after 
falling). The accuracy and error values obtained with 
the tested hyperparameters were noted down. 

The data processed in the TM application is not 
available to other users and is not shared with third 
parties. The study protocol was approved by the in-
stitutional Ethics Committee of Bezmiâlem Vakıf 
University (date: May 17, 2022, no: 2022/66). In-
formed consent was obtained from all individual par-
ticipants or their legal guardians. The study was 
conducted in accordance with the Declaration of 
Helsinki. 

 RESULTS  
The demographic and clinical characteristics of the 
participants included in the study are summarized in 
Table 1. The accuracy value of the model in each pre-
determined group of hyperparameters in general and 
subgroups is summarized in Table 2, along with the 
number of epochs in which the training phase was 
terminated. According to the results obtained, the 
highest overall test accuracy was 0.887, and the hy-
perparameters from which this accuracy was obtained 
were 200 for the number of epochs, and 256 for the 
batch size, and 0.0005 for the learning rate. In the TM 
model trained with these parameters, accuracy values 
of ET: 0.96, ORTHO: 0.78 and XT: 0.9 were ob-

tained in the subgroups, respectively. The results 
closest to this accuracy value were obtained with 621 
for the number of the epoch, 32 for the batch size, 
and 0.00005 for the learning rate, and the overall test 
accuracy was 0.875. The highest overall test accuracy 
rate was obtained with 32 for the batch size, with an 
average of 0.809 at different learning rates. The high-
est overall test accuracy rate was obtained at the 
learning rate 0.005, with an average of 0.829. When 
the results are examined, it is noticed that the number 
of epochs increased with the decrease in the learning 
rate. In turn, it was observed that the time required 
for the training phase of the AI model increased. 

 DISCUSSION 
Sufficient time and expertise are required for the ac-
curate evaluation of strabismus. It is reasonable to 
have diverse searches for diagnosis in such a disease 
where early diagnosis and treatment are of critical im-
portance. AI provides novel opportunities in all areas 
of life, as well as in the field of medicine. CNN, 
which operates with AI, allows us to make a diagno-
sis through image recognition and classification. This 
artificial neural network is a deep learning technique 

FIGURE 3: Sample data sets used in this study; esotropia on the left, orthophoria in the middle and exotropia on the right.

Esotropia Exotropia Orthophoria 
n (%) 176 (33.7) 195 (37.3) 152 (29.1) 
Age (X±SD) 13.51±10.28 14.95±11.40 16.09±10.16 
(minimum-maximum) (3-61) (4-66) (3-58) 
pD (X±SD) 25.34±6.84 25.72±6.81 
(minimum-maximum) (15-48) (15-46)

TABLE 1:  Demographic and clinical characteristics of the  
participants.

SD: Standard deviation; pD: prism dioptre.
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that is frequently used in fields other than ophthal-
mology and gives very successful results.7,23 Al-
though these neural networks, which require deep 
learning, give very successful results, they can be in-
cluded in the routine use or research of clinicians in 
a limited way since they are not free or require cod-

ing and software knowledge. In recent years, many 
technology companies have established platforms 
that operate using deep learning that does not entail 
coding. Thus, clinicians without coding software ex-
perience had the opportunity to experience deep 
learning. In a study by Korot et al. in 2021, the per-

 16-0.01 16-0.005 16-0.001 16-0.0005 16-0.0001 16-0.00005 16-0.00001 16-0.000005 16-0.000001 
ET accuracy 0.78 0.89 0.81 0.74 0.78 0.93 0.85 0.78 0.89 
ORTHO accuracy 0.61 0.83 0.48 0.65 0.74 0.7 0.65 0.7 0.39 
XT accuracy 0.8 0.8 0.9 0.93 0.8 0.83 0.93 0.9 0.77 
Test accuracy 0.737 0.825 0.75 0.787 0.775 0.825 0.825 0.8 0.7 
Test loss 1.680 0.683 0.602 0.537 0.726 0.491 0.537 0.46 0.697 
Epochs 168 111 29 38 126 224 780 2,110 1,671 
 32-0.01 32-0.005 32-0.001 32-0.0005 32-0.0001 32-0.00005 32-0.00001 32-0.000005 32-0.000001 
ET accuracy 0.81 0.89 0.93 0.78 0.81 0.93 0.85 0.74 0.7 
ORTHO accuracy 0.65 0.7 0.7 0.74 0.78 0.87 0.74 0.87 0.61 
XT accuracy 0.87 0.83 0.9 0.7 0.83 0.83 0.87 0.93 0.83 
Test accuracy 0.8 0.81 0.85 0.737 0.812 0.875 0.825 0.85 0.725 
Test loss 0.978 0.77 0.455 0.638 0.39 0.35 0.438 0.394 0.65 
Epochs 118 110 76 79 200 621 1,541 >4,000 >4,000 
 64-0.01 64-0.005 64-0.001 64-0.0005 64-0.0001 64-0.00005 64-0.00001 64-0.000005 64-0.000001 
ET accuracy 0.85 0.93 0.89 0.93 0.85 0.85 0.93 0.89 0.67 
ORTHO accuracy 0.74 0.78 0.65 0.7 0.61 0.74 0.65 0.78 0.7 
XT accuracy 0.83 0.8 0.83 0.83 0.93 0.7 0.77 0.9 0.83 
Test accuracy 0.813 0.838 0.8 0.825 0.813 0.775 0.788 0.863 0.738 
Test loss 0.617 0.577 0.623 0.505 0.585 0.684 0.503 0.413 0.767 
Epochs 65 59 38 80 200 503 3,312 >4,000 >4,000 
 128-0.01 128-0.005 128-0.001 128-0.0005 128-0.0001 128-0.00005 128-0.00001 128-0.000005 128-0.000001 
ET accuracy 0.89 1 0.89 0.89 0.89 0.81 0.78 0.89 0.85 
ORTHO accuracy 0.87 0.7 0.78 0.74 0.7 0.74 0.7 0.48 0.52 
XT accuracy 0.77 0.8 0.83 0.83 0.73 0.83 0.8 0.67 0.8 
Test accuracy 0.818 0.838 0.838 0.825 0.762 0.8 0.763 0.688 0.738 
Test loss 0.516 0.527 0.533 0.507 0.515 0.579 0.569 0.655 0.723 
Epochs 172 88 103 110 200 759 2,886 >4,000 >4,000 
 256-0.01 256-0.005 256-0.001 256-0.0005 256-0.0001 256-0.00005 256-0.00001 256-0.000005 256-0.000001 
ET accuracy 0.89 0.81 0.81 0.96 0.74 0.85 0.93 0.89 0.74 
ORTHO accuracy 0.65 0.83 0.74 0.78 0.52 0.78 0.57 0.61 0.48 
XT accuracy 0.73 0.83 0.93 0.9 0.73 0.9 0.83 0.8 0.8 
Test accuracy 0.763 0.825 0.838 0.887 0.675 0.85 0.788 0.775 0.688 
Test loss 0.55 0.634 0.504 0.319 0.655 0.477 0.568 0.293 0.83 
Epochs 87 84 134 200 200 979 2,185 >4,000 >4,000 
 512-0.01 512-0.005 512-0.001 512-0.0005 512-0.0001 512-0.00005 512-0.00001 512-0.000005 512-0.000001 
ET accuracy 0.85 0.85 0.93 0.85 0.89 0.81 0.93 0.85 0.7 
ORTHO accuracy 0.57 0.91 0.61 0.74 0.7 0.61 0.57 0.52 0.22 
XT accuracy 0.77 0.77 0.77 0.9 0.93 0.77 0.77 0.83 0.8 
Test accuracy 0.726 0.838 0.776 0.838 0.85 0.738 0.763 0.75 0.6 
Test loss 0.616 0.562 0.628 0.363 0.415 0.578 0.572 0.597 0.913 
Epochs 140 115 130 200 500 1,279 3,482 >4,000 >4,000 

TABLE 2:  The accuracy values of the artificial intelligence model tested with six different batch sizes and nine different learning rates.

ET: Esotropia; ORTHO: Orthophoria; XT: Exotropia.



formance of these non-coding-required platforms was 
evaluated using optical coherence tomography (OCT) 
and color fundus photography. Ultimately, the mean 
F1 scores were 93.9 (5.4) for Amazon (Washington, 
United States), 72.0 (13.6) for Apple (California, 
United States), 74.2 (7.1) for Clarifai (Delaware, 
United States), 92.0 (5.4) for Google, and 90.7 (9.6) 
for MedicMind (Otago, New Zealand), and 88.6 (5.3) 
for Microsoft (Washington, United States).9 This re-
sult, presented by Korot et al., shows that these plat-
forms, which do not require coding, can successfully 
classify retinal images with OCT and color fundus 
photography.9 

When the literature is examined, it is seen that 
there are studies conducted using deep learning on 
the diagnosis of strabismus.7,24-27 Zheng et al. aimed to 
detect horizontal shifts using deep learning in their 
study with photographs taken in the primary gaze po-
sition of 5,793 patients. As a result of the study, the 
accuracy rate of AI was 0.95. When the same patients 
were evaluated by three resident ophthalmologists 
with at least three years of strabismus experience over 
the same images, the accuracy rate was in the range 
of 0.81-0.85.27 In addition, in the study of de 
Figueiredo et al. with CNN, published in 2021, clas-
sified the eye versions into nine positions of gaze 
through images. In the study conducted with 110 pa-
tients, the accuracy rates were in the range of 0.42-
0.92.25 

In another study, Chen et al. recorded eye move-
ments of 42 participants (25 healthy controls, 17 stra-
bismus patients) while looking at fixation points on 
the screen, using a gaze tracking system installed on 
a laptop computer. Images were tested with different 
CNNs and had the highest success rate of 95.2%.26 In 
light of all these studies, the success rates suggest that 
AI is promisingly successful in detecting strabismus. 
The accuracy values obtained in our study (ET: 0.96, 
ORTHO: 0.78, and XT: 0.9) also were consistent 
with the values of previous studies. High accuracy 
values in detecting sick individuals suggest that AI 
can be used successfully, notably in strabismus 
screening. Unlike deep learning studies in the litera-
ture, a free platform that does not require coding was 
used in our study. It is noticed that we have achieved 
similar results compared to the success rates in diag-

nosing strabismus of other artificial neural networks 
that require coding software knowledge or special 
hardware. 

In the literature, there are many studies using AI 
in other fields of ophthalmology besides strabismus, 
such as diabetic retinopathy, age-related macular de-
generation, and glaucoma.7 OCT images were used 
as data in these studies. The advantage of this is that 
OCT can take multiple sections and provide them 
non-invasively on a fixed background at high resolu-
tion. In strabismus, meanwhile, the images uploaded 
to the AI are mostly photographs and contain factors 
that may affect the results, such as different back-
grounds, noses, and eyebrows. This situation might 
adversely affect the diagnostic success of the AI 
model we have established. Hence, we are of the 
opinion that it is crucial to specify the optimum pa-
rameters by changing the hyperparameters that de-
termine the structure of the artificial neural network 
and how to train it before performing image classifi-
cation with strabismus photographs. To create an AI 
model suitable for the data set we use, the success of 
our model could be increased with minor changes in 
hyperparameters. There are a wide variety of studies 
on optimizating hyperparameters outside the field of 
medicine, whereas there are limited studies in the lit-
erature in the field of medicine.12,18,28,29 The study of 
Jeong in the field of oral and dental health in 2020 
can be listed among these. The researchers sought to 
identify tongues with teeth marks, which are vital for 
oral health, by evaluating 1,250 tongue images using 
the TM platform we used in our study. In the study 
conducted with 1,250 images (704 tooth-marked 
tongues and 546 healthy tongues), the accuracy rate 
in detecting tooth-marked tongues was 92.1% after 
specifying the optimum hyperparameters.11 More-
over, in another study conducted to detect tongues 
with dental marks, the mean accuracy rate obtained 
by establishing a deep learning model that required 
coding software and hardware was 72.7%.30 Based 
on this, we can suggest that when the optimum hy-
perparameters are determined using TM, a free plat-
form that does not require coding, higher success 
rates could be achieved than artificial neural networks 
that require coding software knowledge or additional 
hardware. 
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For our AI model, which we developed for the 
scanning program, to process images with a high suc-
cess rate, we can state the necessity of centralizing the 
images and applying the clipping process to them as 
the weakness of our model. Due to the nature of deep 
learning models, the more data are inserted for train-
ing, the more successful a model will be built.9,12,16 
Thus, the number of images is considered to be the 
limitation of our study with 523 photographs. How-
ever, as the TM platform is a pre-trained deep learn-
ing model, it has shown high success in the diagnosis 
of strabismus with our relatively scarce visual data. 

 CONCLUSION 
To our knowledge, this study is the first to evaluate 
the effectiveness of free deep learning platforms that 
do not require coding in detecting the presence of 
strabismus and determining strabismus types in the 
literature. The results obtained by determining the op-
timal hyperparameters indicate that the presence of 
strabismus can be detected with high accuracy with 
an Internet-based, free TM platform that does not re-
quire coding knowledge. 
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