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Dear editor, 

I read with interest the recent article by Ayrancı 
et al., titled “Assessing the Performance of ChatGPT 
in Addressing Questions Regarding Urethral Stric-
tures a Cross Sectional Study”.1 As large language 
models such as ChatGPT are increasingly integrated 
into healthcare settings, particularly for patient edu-
cation, studies assessing their validity and limitations 
are essential.  

The methodological framework of the study is 
particularly noteworthy. The authors generated their 
question set using both frequently asked questions 
from reliable institutional websites and evidence-
based clinical guidance from the 2022 European As-
sociation of Urology Guidelines. This dual approach 
allowed them to assess ChatGPT’s performance 
across both layperson-oriented and clinician-level 
content. The responses were rated independently by 
2 urologists using a predefined 4-point scale, with a 

3rd expert resolving discrepancies—an approach that 
enhances the objectivity and reproducibility of the as-
sessment. 

According to the results, ChatGPT demonstrated 
high accuracy for general and patient-centered ques-
tions (89.5%), while its performance declined for 
guideline-based clinical questions (75.6%), particu-
larly those involving treatment strategies. These find-
ings align with previous studies suggesting that while 
artificial intelligence-based models perform ade-
quately on broad medical topics, they often lack pre-
cision when addressing more complex, 
treatment-specific content.2,3 

The authors also evaluated intra-model consis-
tency by repeating the same questions across differ-
ent ChatGPT sessions. The relatively stable 
responses, especially for basic information cate-
gories, are encouraging in terms of reliability. How-
ever, important limitations remain. As the authors 
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appropriately highlight, ChatGPT does not provide 
source citations, is not updated in real time, and may 
occasionally generate inaccurate or fabricated con-
tent—a phenomenon known as hallucination.4 These 
shortcomings underscore the importance of clinician 
oversight when artificial intelligence tools are used 
in healthcare communication. 

From a broader perspective, this study offers 
valuable insights for clinicians, health communica-
tors, and developers involved in artificial intelligence 
implementation. While ChatGPT and similar models 
may serve as cost-effective tools to support health ed-
ucation, they are not substitutes for professional med-
ical advice. Their integration should be approached 
cautiously, particularly in contexts that require indi-
vidualized clinical judgment.2-4 

In conclusion, the study by Ayrancı et al. adds to 
the growing evidence base regarding the capabilities 
and limitations of artificial intelligence-driven con-
versational agents in urology.1 It supports the poten-
tial utility of ChatGPT in patient education, provided 

that its content is critically evaluated and supple-
mented with up-to-date medical oversight. Future re-
search incorporating patient feedback and 
multilingual assessments would be valuable in fur-
ther determining the role of these technologies in di-
verse healthcare settings. 
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