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Liu Estimator Based on An M Estimator

M Tahmin Edicisine Dayali Liu Tahmin Edicisi

ABSTRACT Objective: In multiple linear regression analysis, multicollinearity and outliers are two
main problems. In the presence of multicollinearity, biased estimation methods like ridge regres-
sion, Stein estimator, principal component regression and Liu estimator are used. On the other hand,
when outliers exist in the data, the use of robust estimators reducing the effect of outliers is prefered.
Material and Methods: In this study, to cope with this combined problem of multicollinearity and
outliers, it is studied Liu estimator based on M estimator (Liu M estimator). In addition, mean square
error (MSE) criterion has been used to compare Liu M estimator with Liu estimator based on ordi-
nary least squares (OLS) estimator. Results: OLS, Huber M, Liu and Liu M estimates and MSEs of
these estimates have been calculated for a data set which has been taken form a study of determinants
of physical fitness. Liu M estimator has given the best performance in the data set. It is found as both
MSE(6,,,) = 0.0078< MSE(4,,) = 0.0508 and MSE(G.,,,)= 0.0078< MSE(&, ) = 0.0085. Conclusion:
‘When there is both outliers and multicollinearity in a dataset, while using of robust estimators re-
duces the effect of outliers, it could not solve problem of multicollinearity. On the other hand, using
of biased methods could solve the problem of multicollinearity, but there is still the effect of outliers
on the estimates. In the occurence of both multicollinearity and outliers in a dataset, it has been
shown that combining of the methods designed to deal with this problems is better than using them
individually.
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OZET Amag: Coklu dogrusal regresyon analizinde, coklu dogrusal bagint1 ve aykiridegerler iki
temel problemi olusturur. Coklu dogrusal baginti varhginda, ridge regresyon, Stein tahmin edicisi,
temel bilesenler regresyonu ve Liu tahmin edicisi gibi yanl tahmin metotlar: kullanilir. Diger
taraftan, veri setinde aykiridegerler var oldugunda, aykiridegerlerin etkisini azaltan saglam tahmin
edicilerin kullanimu tercih edilir. Gereg ve Yontemler: Bu ¢aligmada, ¢oklu dogrusal baginti ve
aykiridegerlere iligkin birlesik problemle bagedebilmek i¢in M tahmin edicilerine dayal Liu tahmin
edicileri (Liu M tahmin edicileri) ele alinmistir. Ayrica, Liu M tahminlerini en kiigiik kareler (EKK)
tahminlerine dayali Liu tahminleriyle kargilagtirmak icin hata kareler ortalamasi (HKO) kriteri
kullanilmigtir. Bulgular: Fiziksel yeterliligin bilesenlerini belirlemeye yonelik bir calismadan alinan
veri seti i¢in EKK, Huber M, Liu ve Liu M tahminleri ve bu tahminlere iliskin HKO degerleri
hesaplanmigtir. Ele alinan veri setiigin Liu M tahminleri beklentiler dogrultusunda en
iyi performans: gostermistir. Diger bir deyisle, HKO(Gy) =0.0078< HKO(éy) =0.0508 ve
HKO(6,y,) = 0.0078< HKO(G,) = 0.0085 elde edilmistir. Sonug: Bir veri setinde aykirideger olmasi
durumunda saglam tahmin edicilerinin kullanilmas: aykiridegerlerin etkisini azaltmasina kargin
¢oklu dogrusal baginti problemine ¢oziim getirememektedir. Diger taraftan, yanli tahmin
tekniklerinin kullanilmas: da ¢oklu dogrusal bagint1 problemine ¢6ziim getirebilmekte ancak
aykiridegerlerin etkisi hala stirmektedir. Eger veri setinde aykirideger ve ¢oklu dogrusal baginti aymi
anda varsa, bu problemlerle ayr1 ayr1 ugragmak yerine problemler i¢in gelistirilen yontemleri
birlestirerek kullanmanin daha faydali olacag: bir 6rnek iizerinde gosterilmistir.

Anahtar Kelimeler: Coklu dogrusal baginti, aykirideger, Liu tahmin edicisi, M regresyon
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Consider the linear model

y=Xp+e. (1.1)

where y is a vector of n response values, Xisannx p
matrix of rank p, B is a vector such that E(¢) =0, and
Var(g) = 6’1, . All variables in this model are correc-
ted for their means and scaled to unit length, so
that X'X is in correlation form.

The ordinary least squares estimator (OLS) of
B is obtained as follows:

ﬁOLS = (X'X)-l X'y
If the columns of X are multicollinear, then
the OLS estimator of B is an unreliable estimator

due to the large variances associated with its ele-
ments.

To cope with the disadvantages of the OLS es-
timator in the occurrence of multicollinearity,
many estimation methods have been offered. One
of the most popular methods is ridge regression
proposed by Hoerl and Kennard as

B = (X'X+ KD X'X By
where BOLs is the OLS estimator and k is the bia-
sing parameter.'?

To overcome the multicollinearity, Liu com-
bined the Stein estimator with ridge estimator and
proposed a new biased estimator as

B = (X'X+ D)7 (X'X+dDB s
where d is the biasing parameter.?

The advantage of ﬁL over fiR is that fiL isa
linear function of d. So the selection of d is simpler
than the selection of k. *

For determining biasing parameter d, Liu gave
the estimator of d by minimizing the mean square
error of Liu estimator as

z (k +1)

Z: k.+1)

A O A2
where @=Q'B,sand &
squares estimates of o and 62 and Q is the matrix of

d=1-6"

are the ordinary least

eigenvectors corresponding to the eigenvalues of
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X'X.%3 In addition, many methods for appropriate
d value in the literature have been studied by Ars-
lan and Billor; Liu; Akdeniz and Ozturk; Ozkale

and Kaciranlar.*6

Since the Liu estimator By is obtained by shrin-
king the OLS estimator ﬁOLs
X'X+D)'(X'X+dl),
the y direction may affect B, © When outliers exist

using the matrix
the occurrence of outliers in

in the data, the use of robust estimators reducing
the effect of outliers is prefered. The most popular
of all robust estimation techniques is M estimation
proposed by Huber.!® The M estimator minimizes
the following objective function

n '

. Yi—x B

min —
in 2P| 7

Differentiating the objective function with re-
spect to the coefficients B, defining ¥ = P’ and set-
ting the partial derivates to 0, the system of
equations can be written

N y-—xi"§
min ——|x. =0
B ;W s '

where sis a robust estimate of scale.!' M estimators
are robust to the outliers in y direction.'

In this study, to handle with combined prob-
lem of multicollinearity and outliers, it has been
examined Liu M estimator in a data set. The Liu M
estimates have been compared with Liu estimates
in terms of MSE.

I MATERIAL AND METHODS
LIU M ESTIMATOR

The regression model given in Eq(1.1) can be rew-
ritten in the canonical form as

y=Zo+¢g

where Z=XQ, a=QB and Q is the orthogonal mat-
rix with columns that constitute the eigenvectors
of X'X. Then Z'Z = Q'X'XQ = A = diag(},,....2, )
where A, 2...2%, >0 are the ordered eigenva-
lues of X'X. For model in Eq(1.1), the OLS es-
timator 6, =A"Z'y and the Liu estimator
a, =(A+D)7(A+dl)a,, . Note that any estima-
tor@ of o hasa corresponding estimator f = Q'é
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such that MSE(a) = MSE(B); hence it is suffici-
ent consider only the canonical form.

As mentioned before, since the OLS is used in
Liu estimator, the presence of outliers in y directi-
on may affect @, . Then, the Liu M estimator of a

becomes
a, =A+D'(A+dDa,,, (2.1)
where @,, is the value obtained by the M estima-

tor. This estimator is resistant to the combined
problem of multicollinearity and outliers in the y
direction.

For robust choice of d in Eq.(2.1) is given the
following formula by Arslan and Billor.

ZP: 1
3 b i= 7",‘(7\'1‘ + 1)
dy =1-A*| =~ 5
Z Mi
(h, +1)?

i=l

This equation can be generalized to
= 1
; A (O +1)
3 G |
(h, +17

i=l

d,, =1-hd*

In practice, if dis between 0 and 1, then there
is no problem is the use of d,, ; otherwise, it is sug-
gested to use the generalized formula for di.e. d v
A? in above formulas is given as

sz(n—p)"i‘,[w(r,«/S)]2
= L ’ 3 .
[n;w (r /S)]

MEAN SQUARE ERROR OF ESTIMATORS

In this study, Liu, Liu M and M estimators will be
compared in terms of MSE criterion, which is the

measure of the closeness of the estimate to the pa-
rameter.

The MSE of the Liu estimator is given as

(\, +d)’
+d-0 Z(x +1)

<, (L, +1)°

MSE(6,) =0 Z

where A, is the eigenvalues of X'X. Liu showed that
the MSE of this estimator is less than that of the
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OLS estimator at d values (0<d<1) for all values of
B and 623

MSE for Liu M estimator is given as

(k +d)’
(O +1)?

MSE (G, ) = Z

P
MSE(&M )= Z Q,
i=1
where Q = Cov(d,,) . Arslan and Billor provided that
there exists O<d<1 such that MSE(&,,,) <MSE(&,,)
and under following conditions MSE(@., ) <MSE(4, ):

= y is skew-symmetric and nondecreasing,
® the errors are symmetric,

m QO =Cov(a,,) is finite.

DATA SET

To compare the performance of the Liu M estima-
tor with the other estimators in the presence of
outliers in the y direction and multicollinearity, it
has been used VO2 data set which has been taken
from a study of determinants of physical fitness.
The data set includes information of 233 subjects
for 13 variables. In this study, totally 7 variables ha-
ve been taken as a dependent variable and 6 inde-
pendent variables by taking account of the cases of
multicollinearity and outliers. The dependent vari-
able is measured maximal oxygen uptake on the
treadmill test (ml/kg/min), a body weight adjusted
measure of the maximum amount of oxygen consu-
med in exercise. It is usually measured using a tre-
admill test protocol. The independent variables
used are age (years), maximal heart rate(beat/min),
duration of treadmill test(seconds), maximum sys-
tolic blood pressure on the treadmill test (mmHg),
maximum diastolic blood pressure on the treadmill
test (mmHg), functional aerobic impairment (per-
cent relative to age and sex norm). The data are
available on the web site (http://people.umass.edu/
be640/yr2004/resources/data2002/index.html). For
the analysis of the data has been used R version
2.6.2 program.

I RESULTS

For this data, it is found that condition number is
moderately large (106.0022). The fact that the con-
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TABLE 1: OLS, Liu estimates, norms and MSE values
of the estimates.
oLs Liu

i, -0.5456 05262
a, -0.1625 -0.1674
i 0.0684 0.0712
a, 0.2148 0.2087
Ly 0.3472 0.3353
P 0.2646 0.2597
LS, 0.0513 0.0085
le 0.5655 05334

200145  d=0.9551

dition number is large indicates that problem of
multicollinearity exists. Thus, usage of biased esti-
mation methods instead of the OLS is preferred.
In this study, to compare OLS estimates with bia-
sed estimation methods, Liu estimator from biased
estimation methods is calculated and given in Tab-
le 1.

Comparison of MSE values of the OLS and Li-
u estimates shows that the effect of multicollinea-
rity decreases. Moreover, a comparison of Olors
with @, indicates that there is a remarkable chan-
ge in the estimates of the regression coefficients,
since the Liu estimate produces a vector of regres-
sion coefficients with a smaller norm than does the
estimate O .

Whereas use of Liu estimator decreases multi-
collinearity problem, the effect of outliers on Liu
estimates is still present if there are outliers in the
data set. Thus, it is necessary to examine whether
an outlier occurs in the data set. For this aim, Fig-
ure 1 has been drawn.

According to Figure 1, whereas there are sev-
eral outliers (5, 31, 33, 62, 67, 168, 169, 173 and
192. observations) in y direction, there is no outli-
er in x direction.

When the outliers in y direction exist, usage
of Liu M estimator will be more reliable. As men-
tioned before, Huber type M estimators are resis-
tant in the presence of outliers in y direction. For
the data set, estimates of Huber M, scale estimate
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and MSE of the estimates have been calculated and
given below:

[-0.5401]
-0.1535
0.0842
0.2016
0.3208

0.2843 |

&,,=0.0138

MSE (é,,)= 0.0508

Due to occurrence both the multicollinearity
and outliers in y direction in the data set, the use of
Liu M estimator is preferred. For this reason, firstly
calculated M regression coefficients are used to find
the biasing parameter d. Then, Liu M estimates are
obtained by using in Eq.(2.1) the calculated biasing
parameter and M estimates. Liu M estimates have
been given in Table 2. Moreover, Liu estimates ha-
ve been also shown in the same table to compare
the results.

If it is examined MSE values of Liu and Liu M
in Table 2, it can be seen the slight difference in fa-
vor of Liu M. Moreover, reduction in multicolline-
arity of Liu estimator is not same magnitude with
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FIGURE 1: Robust residuals versus distances for VO2 data set.
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TABLE 2: Liu and Liu M estimates and MSE values.

Liu Liu M
i, -0.5262 -0.5151
6, -0.1674 -0.1603
i 0.0712 0.0869
6, 0.2087 0.1944
i, 0.3353 0.3068
G 0.2597 0.2768
HELE 0.0085 0.0078
d 0.9551 0.9414

that of Liu M estimator, because the estimate of bi-
asing parameter of Liu is closer to 1.

I CONCLUSION AND DISCUSSION

From comparisons of Olg;g, 0,0 andd,y, esti-
mates, and MSEs of these estimates the following
conclusions can be drawn.

When the OLS and M estimates are compared,
it is showed that the outliers in the y direction ha-
ve a slight effect on the estimates of the parame-
ters. The fact that the MSE of Huber M estimates is
less than that of OLS is an indicator that the effect
of outliers decreases. On the other hand, the mul-
ticollinearity problem can not be solved alone with
the use of Huber M estimates.

Ozlem ALPU et al

Comparison of MSE values of the OLS and Liu
estimates shows that the effect of multicollinearity
decreases with the use of Liu estimates. But, the ef-
fect of outliers on Liu estimates is still present.

If MSE values of Liu and Liu M estimates com-
pare with MSE values of OLS and Huber M esti-
mates, said that the effect of
multicollinearity in both Liu and Liu M estimates

it can be

decreases. However, Liu estimator is still affected
by the outliers while the Liu M estimator impro-
ves the estimates of the parameters by reducing the
effect of outliers.

When it is considered M and Liu M estimator,
one can see slight differences in these estimates.
There is also similar situation for OLS and Liu esti-
mator. That’s why is that d values used to compu-
te Liu and Liu M estimates is close to 1. For d=1,

G, is equal to G, and Oy is equal to Ay, .

The results of MSE of all the estimators have

satisfied our expectation as mentioned before. In
other words, it is found as both MSE(Q,y,)<

MSE(é,,) and MSE(6.,,,)<MSE(6.,).

As a conclusion, it has been shown on a nu-
merical example that biased estimation methods
based on robust estimates should be used in the
presence of outliers in y direction and multicolli-
nearity in a data set. If there are outliers in x direc-
tion or both in x and y direction in a data set, it is
suggested to use different robust methods.
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