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The Results of Generalized Estimating
Equations in the Presence of
Monotone Missing Patterns

Monoton Kayip Veri Kiimelerinin Varliginda
Genellenmis Tahmin Denklemlerinin Sonuc¢lar:

ABSTRACT Objective: During the analysis of ordinal longitudinal datasets, the most frequent prob-
lem is missing or incomplete data. In this study, when comparing two independent groups for this
type of datasets, the effects of different missing ratio and different sample size on Type I and Type
II error rates were investigated. Material and Methods: The data for different missing ratio and
sample sizes (n=50,100,200,400) using simulation technique were generated. Repeated measure-
ments (at four time points) for each group were generated from multivariate normal distributions
using SAS MVN macro and transformed ordinal structure with quintiles method. Completely ran-
dom monotone missing data for predefined ratios were created. On the comparison of two inde-
pendent groups using generalized estimating equations (GEE), Type I and Type II error rates were
investigated. These simulations were each replicated 1000 times. Results: While the Type I error rate
was not affected seriously from missing clusters, the Type II error rate was affected. In the complete
dataset for both small and large datasets, Type I error rates were <0.0001. While Type II error rates
were greater than 0.10 for small sample sizes (n<100), this value was greater than 50% in the pres-
ence of missing datasets. Conclusion: The sample size and missing ratio are still important tasks for
ordinal longitudinal data both in the planning and analyzing stages of an experimental design.

Key Words: Generalized estimating equations; longitudinal; monotone missing pattern; ordinal

OZET Amag: Ordinal yapidaki boylamsal veri setlerinin analizi sirasinda en sik karsilagilan sorun
kay1p veya tamamlanmayan verilerdir. Bu ¢aligmada, bu tiir veri setlerinde bagimsiz iki grubu kar-
silagtirirken farkl 6rneklem biyiikliigii ve farkli oranlarda kayip verilerin Tip I hata ve Tip II hata
iizerindeki etkileri incelenmistir. Gereg ve Yontemler: Simiilasyon teknigi ile farkl: kayip veri oran-
lar1 ve 6rneklem biyiiklikleri (n=50,100,200,400) i¢in veri iiretilmistir. Her grupta tekrarlanan
(T=4) olgiimler, ¢cok degiskenli normal dagilimdan SAS MVN makrosu kullanilarak tiretilmis, daha
sonra geyreklikler yontemi kullanilarak ordinal yapiya doniistiiriilmiistiir. Tamamen tesadiifi ola-
rak, belirlenen oranlarda monoton kay1p veriler olusturulmustur. Bagimsiz iki grubun genellenmis
tahmin denklemleri (GEE) ile karsilastirilmasinda, Tip I ve Tip II hata oranlar1 incelenmistir. Her
bir simiilasyon 1000 kez tekrarlanmigtir. Bulgular: Tip I hata oranlarinin aksine, Tip II hata oran-
lar1 kay1p veriden etkilenistir. Kiicitk 6rnek genislikleri igin (n<100) Tip II hata orani 0.10’dan
biiyiik iken, kay1p veri kiimelerinin varliginda bu deger 0.50’nin de iistiine ¢ikmugtir. Sonug: Sirali
yapidaki longitudinal verilerden olusan verilerin planlanmas ve analizinde 6rneklem biiyiikligii ve
kay1p verilerin varlig1 hala 6nemlidir.

Anahtar Kelimeler: Genellenmis tahmin denklemleri; boylamsal; monoton kayip yapisy; sirali
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ongitudinal studies are frequently undertaken in medical sciences, and
investigators suffer from the presence of incomplete data. An adverse
event, the disease state, the lack of efficacy of the study treatment,
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length of the trial or the refusal of the subject to
continue the study cause dropouts."” In some cases,
patients remain on the study, but they do not re-
ceive the treatment as planned in the study proto-
col. To deal with this problem, the intention-
to-treat (ITT) principle is often invoked. According
to basic ITT principle, patients in the trials should
be analyzed in the groups to which they are ran-
domized, regardless of the appropriateness of their
eligibility determination, of the treatment they ac-
tually received, or of deviation from the protocol.?

The terminology of Little and Rubin is used to
classify missingness mechanisms. A nonresponse
process is missing completely at random (MCAR) if
the missingness is independent of both unobserved
and observed data and missing at random (MAR) if
depends only on the observed data. A process that
is neither MCAR nor MAR is termed nonrandom
(MNAR). MCAR and MAR are ignorable if the pa-
rameters that describe the measurement process are
functionally independent of the parameters that
describe the missingness process.? In monotone
missing patterns which are common in medical
studies, if a variable Y] (=1,...,p) is missing for a
particular individual, all subsequent variables
Y}, (k> j) are missing for that individual (Table 1).

Multivariate analysis of variance (MANOVA)
for repeated measurements is frequently used to
analyze continuous longitudinal data. This method
has some disadvantages such as exclusion of sub-
jects who have missing repeated measurements.
MANOVA is a complete case analysis and is only
valid when the missingness mechanism is MCAR.
For missing longitudinal data, some imputation
methods such as last observation carried to forward
(LOCEF), hot deck imputations such as similar re-
sponse pattern imputation, k-NN (k¢ nearest
neighboring) imputation and multiple imputation

TABLE 1: Monotone missing data patterns.

Pattern Y1 Y2 Y3 Y4

Type 1 X X X missing
Type 2 X X missing missing
Type 3 X missing missing missing
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are implemented. Although LOCF is computation-
ally simple and used frequently in clinical trials be-
cause of consistency with the intention-to-treat
principle, it may give biased estimates of treatment
effects and standard errors.® For continuous out-
comes, the use of a likelihood-based ignorable
analysis such as general linear mixed-effects model
is suggested and MAR mechanism is required.**

For categorical and discrete outcomes (counts),
generalized linear mixed models (GLMM) and gen-
eralized estimating equations (GEE) were discussed
and implemented in the presence of dropouts.! The
subjects with incomplete data are not excluded
from the analysis when using GEE method.” How-
ever, if the sample size is very small and the miss-
ing data mechanism is not MCAR, GEE results can
be biased and inconsistent.®!! Therefore, weighted
GEE approach is proposed to estimate parameters
under MAR assumption.!?!® In the multivariate
framework, sample-size calculations for GEE
analysis are proposed for binary, count, ordinal and

continuous responses. 2

In this simulation study, ordinal longitudinal
data were considered and monotone missing pat-
terns were created. Then, the effects of different
missing ratio and different sample size on Type I
and Type II error rates for the comparison of two
independent groups were investigated.

I MATERIAL AND METHODS

According to Lipsitz et al.,'® let assume N inde-
pendent clusters (i=1,..., N) with T; repeated re-
sponses (Yq,...,Y7) for the ith cluster (t =1,...,T;).
Let Z;; =k, (k =1,...,K) denote the ordinal response
for the tth measurement of the ith cluster. For the
ease of random sampling, a monotone missing data
pattern is assumed here. Furthermore, the study
population is assumed as homogeneous and addi-
tional covariate terms except group effect are not
used. Let Y =I (Z;; =k) be a binary random vari-
able that takes a value of 1 if the response for the
tth measurement of the ith cluster is in the kth cat-
egory. Then, the marginal probabilities of Z;; for all
categories are denoted by

PI‘[Z“ :k]:E[Ynk]:Pr[Ynk :1]:7Zuk (1)

Turkiye Klinikleri J Biostat 2013;5(1)



THE RESULTS OF GENERALIZED ESTIMATING EQUATIONS IN THE PRESENCE OF MONOTONE MISSING PATTERNS

the corresponding marginal cumulative probabili-
ties are denoted by

Pr[Z, <k]=9, 2)

(i=1,...N;t=1,...,T;and k=1,..., K).2!

The correlated multinomial response data can
be analyzed by using following link function of the
cumulative marginal response probabilities,

Pr[Z, <k]

- e

] =y, +K'X, 3)
where y; is the kth intercept, k is the px1 parame-
ter vector, and X;; is the covariate vector for the rth
measurement of the ith cluster. For ordinal data,
link function can be either cumulative logistic or
cumulative probit functions.'®?! By using logistic
function,

exp(yk +KTX1'Z

p,=Pi[Z, <k]= (4)

1+exp(y, +k'x,)

Because the primary objective is to compare
groups A and B (for example, treatment and
placdbﬁ),: (piT Xi = 1) and Pyr = (piT Xi = 0) proba—
bilities are estimated. For this purpose, maximum

likelihood estimates of the regression coefficients

p=(r.x)

least squares method.?? In the GEE approach, the

are obtained by an iterative weighted

score equations take the form

Bahar TASDELEN et al.

where D is a vector of partial derivatives Jp,/df:
and V; is a working covariance matrix for the ob-
served data Y;

V.= ARA, (6)

where 4, =Diag{\/ p.(1-p, } and R; is a working
correlation matrix.?? Although there are some pos-
sible forms of R; such as identity, exchangeable,
and AR-1 autoregressive, unstructured working
correlation matrix is the most common used in
practice.?

SIMULATIONS

In this study, two separate simulation algorithms
were considered to compare treatment groups
using GEE when the longitudinal data set included
incomplete measurements and the effects of differ-
ent missing ratios and different sample sizes
(n=50,100,200,400) on Type I and Type II error
rates were investigated (Figure 1). In each simula-
tion, clusters were considered as four-repeated
(T=4) measurements and the data were generated
from multivariate normal distribution using SAS
MVN macro (downloaded from web site www.
support.sas.com) with 1000 replications.

Step 1. Firstly, assuming no statistically signif-
icant difference between treatment means (ml-
m?2=0). The mean vector for each treatment group
wassetas X, =[X, X, X, X,]=[10 20 30 40]

7\
>[0T ) - p(B}=0, o) (i=1,2). The multivariate normal distributed data
. Simulation | Simulation Il
5020195200, 900 oo to0. 20 A0 5y—=30. 100,200,400 n=50, 100, 200, 400
40 [ f s T x ZTxX z] Visit 4 g x T X||visits
® X X = 40 T TIXIT
2 I
2 2
ﬁ 30 I- 2= = - 2 = 'J Visit 3 i 30| % « = = = ® ® = |isit3
2 2
Q [}
= ] -
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FIGURE 1: Mean values and confidence intervals for simulation by treatment and visits.
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were generated with AR-1 autoregressive covari-
ance matrix given in following way. Where ¢ value
was assumed as 2, maximum coefficient of varia-
tion was 20% for within measurement homogene-
ity (for example, CV;=2/10=20%, CV,=2/20=10%,
CV3=2/30=7%, CV 4=2/40=5%), for all groups. Also,
high correlations among repeated measurements
were assumed.

1 0.8 0.8 0.8
08 1 0.8 0.8
0.8° 0.8 1 08
0.8° 0.8 08 1

2

Step 2. In the second simulation algorithm, by
considering statistically significant minimum effect
size, the mean vectors for two treatment groups
were X, =[10 20 30 40] and X,=[12 22 32 42]
separately. The same covariance matrix was also
used.

Step 3. For both the first and the second stud-
ies, the ordinal responses (K=5 categories) were
created using 20, 40, 60, and 80™ percentiles of
normal distribution.

Step 4. After the complete longitudinal data
had been generated, monotone missing patterns
were created by deleting post-baseline responses
with different ratios (p: 25%, 50% 75%) (Table 2).
In the datasets, deleted values of dependent vari-
ables were chosen in a monotone missing comple-
tely at random manner. Monotone missing patterns
were created so that missing ratio for the patterns
included one missing observation was relatively
greater than the others. Any explanatory variable
was not included in the longitudinal datasets.

Step 5. All statistical analyses were carried out
on both complete and incomplete datasets and
GENMOD procedure was used to generate the
GEE results. When the means of two treatment
groups were similar, the number of rejected Hy,
hypothesis (Hg: 1= p19) was declared as the Type
I error probability. In addition, when the means
of two treatment groups were different with min-
imum effect size (A=2), the number of accepted H,
hypothesis was declared as the Type II error prob-
ability.
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TABLE 2: The proportions of deleted post-baseline
units to monotone missing patterns.
Sample size  Missing Monotone missing pattern
per group ratio Type1(%) Type2(%) Type 3 (%)
50 25% 1.00 5.00 19.00
50% 2.00 11.00 37.00
75% 3.00 15.00 57.00
100 25% 0.50 4.00 20.50
50% 1.50 8.50 40.00
75% 2.00 12.50 60.50
200 25% 0.50 450 20.00
50% 1.25 8.75 40.00
75% 1.75 13.25 60.00
400 25% 0.63 3.87 20.50
50% 1.37 8.13 40.50
75% 1.87 14.50 58.63

Step 6. The estimates of regression coefficients
were averaged.

RESULTS

The first simulation results indicated that the type
I error rate increased as the proportion of missing
clusters increased (n>50%), for all sample sizes
(Table 3). Furthermore, parameter estimates and
their standard deviations seriously increased as the
proportion of missing clusters increased. But simi-
larity between two groups remained. In the com-
plete dataset for small sample size (n=50 per group),
parameter estimate and odds ratio were
0.0008+0.0538 and 1.0007+0.0677, separately. The
difference between treatment groups was not sta-
tistically significant. In the dataset which the ratio
of missing cluster was 75%, parameter estimate and
odds ratio were 0.0575+0.6401 and 1.0297+ 0.3844,
separately. The difference between treatment
groups was still not statistically significant.

In the first simulation which sample sizes were
greater than or equal to 100, the risky group changed
for some missing proportions. When sample size was
400, the risky group was the first group for the com-
plete dataset. On the other hand, the risky group was
the second group for all incomplete data sets.

While the Type I error rate was not effected
seriously from missing clusters, the Type II error

Turkiye Klinikleri J Biostat 2013;5(1)
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rate was effected. In the complete dataset for both
small and large datasets, Type I error rates were less
than 0.0001. The Type II error rate was greater than
0.10 for small sample sizes, when the proportion of
missing clusters was greater than 50% (Table 4).

I DISCUSSION AND CONCLUSION

When the studies evaluating GEE analysis per-
formance have been investigated, we have not
come up with a study in which monotone loss af-
fect the power of the test and Type 1 error. How-
ever, especially in longitudinal clinical trials,
monotone missing patterns are frequently ob-
served. For example, in a clinical trial study in
which the strength of pain is evaluated, it is possi-
ble not to reach the patients that had been ob-
served before. In these cases, in point of changes
occuring independent variable in a period, per-
formance evaluation of methods that can be used
to compare two groups is important to shed light
on studies in the future.

In this paper we have examined the conse-
quences of monotone missing data in longitudinal
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studies for the results of parameter estimates, the
Type I and Type II error rates. Although some re-
searchers have been said that the GEE results could
be biased and inconsistent if the missing data
mechanism was not MCAR, according to results of
simulations monotone missingness caused espe-
cially important changes in Type 2 error rates. The
losses that were greater than or equal to 50%
caused the changes in Type 1 error and Type 2.
There was a change in the way of prediction and
the unrealistic OR values were obtained. There was
also a great increase in standard deviations of the
predictions. In this study it was shown that in lon-
gitudinal studies including monotone missing com-
pletely at random observations, missing ratio
should not be exceed 50% to obtain realistic OR
values and standard deviations.

Although monotone missing patterns are not
important for relatively short-term study (T=4),
they may be more significant for long-term stud-
ies (T>4). Therefore, the sample size and missing
ratio are still important tasks for ordinal longitudi-
nal data both in the planning and analyzing stages
of an experimental design.
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