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ABS TRACT Objective: This study aimed to evaluate the diagnostic per-
formance of 3 flagship models from 3 different companies, Chat Generative 
Pre-trained Transformer-4 Omni (ChatGPT-4o), Claude 3.5 Sonnet, and 
Gemini 2.0 Flash, on image-based questions in ocular oncology and pathol-
ogy to investigate potential differences between these models, and their clin-
ical utility. Material and Methods: Fifty multiple-choice, image-based 
questions were randomly selected from 312 questions in the field of ocular 
oncology and pathology from the OphthoQuestions (www.ophthoques-
tions.com) database. ChatGPT-4o, Claude 3.5 Sonnet and Gemini 2.0 Flash 
models, which have the ability to process images in large language models 
(LLMs), were included in the study. Cochran’s Q test was applied to com-
pare the performance of the 3 LLMs and McNemar’s test was used in pair-
wise comparisons. Results: There was a statistically significant difference 
between all 3 LLMs (p=0.001, Cochran’s Q test). Claude 3.5 sonnet showed 
the highest accuracy by correctly identifying 84% of the questions, followed 
by ChatGPT-4o with 80% and Gemini 2.0 with 62%. In the pairwise com-
parisons, Claude 3.5 sonnet and ChatGPT-4o were found to be statistically 
superior to Gemini 2.0 Flash model (p=0.002, p=0.004, respectively). There 
was no significant difference between Claude 3.5 and ChatGPT-4o 
(p=0.727, McNemar test). Conclusion: Our results indicate that Claude 3.5 
Sonnet and GPT-4o outperform Gemini 2.0 Flash in diagnostic accuracy for 
ocular oncology and pathology. While LLMs show promise in this field, 
they require evaluation with larger datasets, and their accuracy must be im-
proved before they can be clinically implemented 
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ÖZET Amaç: Bu çalışmanın amacı, 3 farklı şirketten 3 önde gelen büyük 
dil modeli Chat Generative Pre-trained Transformer-4 Omni (ChatGPT-4o), 
Claude-3.5 Sonnet ve Gemini 2.0 Flash’ın oküler onkoloji ve patoloji ala-
nındaki görüntü tabanlı sorularda tanısal performansını değerlendirmek ve 
bu modeller arasındaki potansiyel farkları ile pratik kullanım için uygun-
luklarını araştırmaktır. Gereç ve Yöntemler: OphthoQuestions (www.opht-
hoquestions.com) veritabanından oküler onkoloji ve patoloji alanında yer 
alan 312 sorudan rastgele seçilen 50 çoktan seçmeli, görüntü tabanlı soru 
kullanılmıştır. Soruların yanıtları, doğru yanıt anahtarıyla karşılaştırılmış ve 
doğru ya da yanlış olarak kaydedilmiştir. Çalışmaya, güncel ve görüntü iş-
leme özelliği olan büyük dil modelleri [large language models (LLMs)] 
ChatGPT-4o, Claude 3.5 Sonnet ve Gemini 2.0 Flash dâhil edilmiştir. 3 
LLMs modellerinin performansını karşılaştırmak için Cochran’s Q testi, 2’li 
karşılaştırmalar için ise McNemar testi kullanılmıştır. Bulgular: Üç LLMs 
arasında istatistiksel olarak anlamlı bir fark bulunmuştur (p=0,001, Coch-
ran’s Q testi). Claude 3.5 Sonnet, soruların %84’ünü doğru cevaplayarak en 
yüksek doğruluk oranını göstermiş, bunu %80 doğrulukla ChatGPT-4o ve 
%62 doğrulukla Gemini 2.0 Flash takip etmiştir. İkili karşılaştırmalarda, 
Claude 3.5 Sonnet ve ChatGPT-4o, Gemini 2.0 Flash modeline karşı ista-
tistiksel olarak üstün bulunmuştur (sırasıyla p=0,002, p=0,004). Claude 3.5 
Sonnet ile ChatGPT-4o arasında ise anlamlı bir fark bulunmamıştır 
(p=0,727, McNemar test). Sonuç: Sonuçlarımız, Claude 3.5 Sonnet ve GPT-
4o’nun oküler onkoloji ve patoloji alanında tanısal doğruluk açısından Ge-
mini 2.0 Flash’ı geride bıraktığını göstermektedir. LLMs bu alanda umut 
vaat etse de, daha büyük veri setleriyle eğitilmesi ve doğruluklarının klinik 
kullanım için iyileştirilmesi gerekmektedir. 
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Ocular pathology plays a crucial role in diagno-
sis and treatment, as a vital bridge between labora-
tory and clinical practice.1 Ocular pathology covers 
a range of diseases, including benign and malignant 
neoplasms, inflammatory diseases and degenerative 
disorders. This field also involves the analysis of tis-
sue samples, which facilitates a deeper understand-
ing of disease mechanisms and is necessary for 
proper diagnosis and treatment planning. Ocular 
pathology also has an important role in monitoring 
treatment responses and evaluating disease progres-
sion, while in the field of ocular oncology, the eval-
uation of excised tumor specimens is critical in 
determining prognosis and treatment.2,3 

Large language models (LLMs) have revolu-
tionized artificial intelligence (AI) due to their logi-
cal reasoning and natural language understanding 
capabilities.4 Generative AI has been very popular 
after OpenAI’s ChatGPT-3.5 (OpenAl, California, 
USA) was released in November 2022. The release in 
2023 of more complex models such as ChatGPT-4.0, 
which combines text, speech and image processing, 
has once again proven the potential of AI.5,6 Models 
such as Claude 3.5-Sonnet (Anthropic, USA), Chat 
Generative Pre-trained Transformer-4 Omni (Chat-
GPT-4o) and Google Gemini 2.0 Flash (Alphabet 
Inc, California, USA) demonstrate the rapid devel-
opment of AI by exhibiting increasingly human-like 
mental processes.  

LLMs have proven to be capable of synthesiz-
ing information from a wide variety of sources.7 Due 
to their relative novelty, the role of these LLMs in 
medicine remains unclear. Large deep learning mod-
els have recently become a subject of research.8 It is 
highly debatable whether such systems can replace 
the knowledge and experience of expert doctors. De-
spite the limitations of experience-based medical de-
cision-making that allows doctors to make complex 
diagnoses, there is a renewed interest in evaluating 
the performance of LLMs in routine physician ex-
aminations.9 

LLMs can improve ocular pathology and oncol-
ogy by enhancing diagnosis and treatment strate-
gies.10 In ocular pathology, LLMs can process both 
histopathology images and text. This capability aids 

in achieving accurate and rapid diagnoses. Similarly, 
in ocular oncology, LLM’s effectiveness in analyz-
ing complex data will help the doctor reach an accu-
rate diagnosis and make quick decisions about 
different diagnoses that will be individual for patients 
based on their case history.11,12 

However, the diagnostic potential of the recently 
launched models ChatGPT-4o, Gemini 2.0 Flash, and 
Claude 3.5 Sonnet, all featuring image analysis ca-
pabilities, has yet to be fully explored. Therefore, this 
study aims to assess and compare the diagnostic per-
formance of three flagship models from three differ-
ent companies: ChatGPT-4o, Gemini 2.0 Flash and 
Claude 3.5 Sonnet. Our aim is to recognize the diag-
nostic capabilities of LLMs with image processing, 
to investigate potential differences between these 
models and their suitability for practical use. 

 MATERIAL AND METHODS 
This article does not include any studies or data with 
human or animal participants. As the study evaluates 
the performance of AI models and does not use iden-
tifiable human data, ethics committee approval is not 
required. Therefore, compliance with the Declaration 
of Helsinki does not apply to this article. 

A total of 50 image-based questions related to 
the field of ocular oncology and pathology were ran-
domly selected from a pool of 4,550 questions avail-
able on OphthoQuestions 
(www.ophthoquestions.com) in January 2025. The 
site’s built-in randomization function was used to en-
sure unbiased selection and no particular topic or 
question was favored. The selected questions were 
related to the field of ocular oncology and pathology. 
Of the 312 ocular oncology and pathology questions 
in the question bank, 50 multiple-choice image-based 
questions were included. Sample questions and an-
swers provided by the 3 LLMs are shown in Figure 1, 
Figure 2 and Figure 3. Each query was conducted 
within the same chat session. Each question posed to 
the LLM was recorded during the same chat.  

The LLMs’ answers to the questions were cate-
gorised as correct or incorrect after comparison with 
the answer keys. ChatGPT-4o and Google Gemini 
2.0 Flash, Claude 3.5- Sonnet models are the most 
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modern LLMs built by 3 different companies and 
they can process images as well as text.13-15  

STATISTICAL ANALYSIS  
The data’s normality was evaluated using the Kol-
mogorov-Smirnov test. Percentages were used to rep-
resent accuracy and compliance rates, as well as to 
summarize descriptive data. To determine if there 
was a difference in categorical values between the 
groups, Cochran’s Q test was utilized. The McNemar 
test was employed to compare categorical data be-
tween the groups. A p value of 0.05 was considered 

statistically significant. In pairwise comparisons, 
p<0.01 was considered statistically significant after 
Bonferoni correction. The data was analyzed using 
SPSS version 25.0 (IBM, New York, USA).  

 RESULTS  
In this study, we evaluated the diagnostic accuracy 
of 3 LLMs ChatGPT-4o, Claude 3.5 Sonnet and 
Gemini 2.0 Flash using image-based diagnostic ques-
tions. Our results revealed significant performance 
differences between the models. Our study found that 

FIGURE 1: A sample of a question and answer to the ChatGPT-4o model 
PET-CT: Positron emission tomography-computed tomography; MRI: Magnetic resonance imaging
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Claude 3.5 Sonnet correctly answered 42 correct an-
swers (84%) of the 50 image-based case questions in 
ocular oncology and pathology, followed by Chat-
GPT-4o with 40 correct answers (80%) and Gemini 
2.0 Flash with 31 correct answers (62%). Table 1 pre-
sents the correct and incorrect answers and percent-
ages of each 3 LLMs to the questions.  

Statistical analysis using Cochran’s Q test found 
statistically significant differences among the 3 mod-
els (p=0.001). Pairwise McNemar tests showed sta-
tistically significant differences between Claude 3.5 
Sonnet and Gemini 2.0 Flash (p=0.002) and between 
ChatGPT-4o and Gemini 2.0 Flash (p=0.004). These 
findings indicate that both Claude 3.5 Sonnet and 

ChatGPT-4o exhibited significantly higher diagnos-
tic accuracy than Gemini 2.0 Flash. The difference in 
performance between the Claude 3.5 Sonnet and 
ChatGPT-4o LLMs was not statistically significant 
(p=0.727, McNemar test). Table 2 presents the sta-
tistical analysis of all 3 LLMs and their statistical 
analysis in pairwise comparisons.  

 DISCUSSION 
This study aims to examine the capabilities, advan-
tages, and limitations of the most recent LLMs, 
Claude 3.5 Sonnet, ChatGPT-4o, and Gemini 2.0 
Flash, in the field of ocular pathology and oncology, 
particularly in their ability to comprehend image-

FIGURE 2: A sample of a question and answer to the Claude-3.5 Sonnet model 
AMD: Age-related macular degeneration 
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based diagnostic inquiries. The results show that al-
though all 3 LLMs show a certain level of diagnostic 
competence, there are significant performance dif-
ferences between them. In our study, Claude 3.5 Son-
net achieved the highest diagnostic success rate in 

image-based questions, answering 42 out of 50 ques-
tions correctly (84%), followed by ChatGPT-4o with 
40 correct answers (80%) and Gemini 2.0 Flash with 
31 correct answers (62%). The statistical analysis re-
vealed that the differences between the models were 
significant (p=0.001, Cochran’s Q test). In pairwise 
analyses, Claude 3.5 Sonnet and ChatGPT-4o out-
performed Gemini 2.0 flash in interpreting image-
based questions (p=0.002 and p=0.004, respectively; 
McNemar test). However, in a pairwise comparison, 
the difference between Claude 3.5 and ChatGPT-4o 
was not statistically significant (p=0.727), and the 2 
models performed similarly in comprehending 
image-based questions. When we evaluate the results 
of this study, the varying efficiency levels of these 
models raise concerns about the standardization of 
AI-driven diagnostic tools. In this study, Claude 3.5 
Sonnet and ChatGPT-4o performed similarly in ocu-
lar oncology and pathology, while Gemini 2.0 flash 
performed worse than the other 2 LLMs in image-
based questions. These findings suggest that LLMs 
vary in their effectiveness when analyzing medical im-
ages. We suggest that this discrepancy may be due to 
differences in the algorithms of the language models. 

FIGURE 3: A sample of a question and answer to the Google Gemini-2.0 Flash model

GPT-4o Claude 3.5 Gemini 2.0 
LLMs  n (%) n (%) n (%) 
Correct diagnosis 40 (80%) 42 (%84) 31 (62%) 
Incorrect diagnosis 10 (20%) 8 (16%) 19 (38%) 
Image-based total question 50 (100%) 50 (100%) 50 (100%) 

TABLE 1:  The correct and incorrect answers and percentages 
of each 3 LLMs to the image-based questions 

LLMs: Large language models; GPT: Generative pre-trained transformer

McNemar’s test  
GPT-4o vs GPT-4o vs Claude 3.5 vs  

Cochran’s Q test Claude 3.5 Gemini 2.0 Gemini 2.0 
p=0.001 0.727 0.004* 0.002* 

TABLE 2:  The statistical analysis of all 3 LLMs and their  
statistical analysis in pairwise comparisons

*A p value of <0.01 was considered statistically significant.  
GPT: Generative pre-trained transformer
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In other studies conducted in the literature, a 
study by Fujimoto et al. in the field of anesthesiology 
compared ChatGPT-4, Claude 3 Opus, and Gemini 
1.0.15 The results showed that ChatGPT-4 and Claude 
3 Opus outperformed Gemini 1.0. In another study, 
Kim et al. conducted a performance analysis study in 
which ChatGPT-4 and Claude 3 Opus were used to 
evaluate the questions of the Dental Licensing Ex-
amination, and LLMs such as Claude 3 Opus and 
ChatGPT-4 achieved 85.4% of human performance 
on average.16 Schmidl et al. investigated the use of 
the newly published LLM Claude 3 Opus in compar-
ison to ChatGPT 4.0 for diagnosing and planning 
therapy for primary head and neck squamous cell car-
cinoma, finding that Claude 3 Opus performed better 
in diagnostic accuracy, while both models provided 
similar treatment recommendations congruent with 
multidisciplinary tumor board guidelines.17 Chen et 
al. in a study of ChatGPT-4o and Claude 3-Opus clas-
sification of thyroid nodules, found that LLMs 
showed low accuracy and poor agreement with 
pathological results.7 In the same study, Chen et al. 
recommended caution when using LLMs for clinical 
diagnosis.7 In a study comparing Claude 3 Opus and 
ChatGPT-4 for melanoma detection using dermato-
scopic images, Liu et al. found that both language 
models showed similar accuracy, with Claude 3 Opus 
outperforming ChatGPT-4 in distinguishing malig-
nant tumors (p<0.001).18 In a study conducted by 
Sensoy et al. comparing 3 LLMs (Bing, ChatGPT, 
and Bard) using 36 questions related to ophthalmic 
pathologies and intraocular tumors, no statistically 
significant difference was found in the accuracy rates 
of the 3 chatbots (p=0.705, Pearson chi-square test).19 

ChatGPT-4o and Claude 3.5 Sonnet outper-
formed Google Gemini 2.0 Flash in areas requiring 
high precision, such as medical image analysis in our 
study. This difference is due to the image processing 
capabilities of the models. GPT-4o processes visual, 
text and audio data in a single model, first compress-
ing the images with a Variational Autoencoder-based 
encoder and then producing high-quality outputs with 
a diffusion decoder.20 The visual processing details 
of Claude 3.5 Sonnet and Gemini 2.0 Flash are not 
fully publicly available, but it is known that Claude 
3.5 Sonnet uses a ResNet-based visual encoder, 

which allows it to analyze complex visual content and 
generate meaningful text. In contrast, the Gemini 2.0 
Flash model prioritizes speed and low latency, which 
can limit the ability for deep contextual analysis and 
lead to superficial and erroneous results in visual 
analysis. This probably explains the differences ob-
served in our study. 

In ophthalmic oncology and pathology, the im-
plementation of LLMs poses significant challenges 
regarding patient privacy, fairness, bias, trans-
parency, and the ethical use of AI. The reliability and 
verifiability of these models, which might influence 
clinicians’ diagnostic decisions, are critical.21 Over-
coming these ethical and technical barriers could 
transform LLMs into a valuable tool for more accu-
rate diagnosis, optimizing patient care and improv-
ing the diagnostic process in ocular tumors and 
pathological evaluations.22,23 Furthermore, it is criti-
cal to provide a clear explanation of the query in-
structions issued to LLMs, as their sensitivity to 
formulation can considerably effect the study’s re-
sults, reproducibility, and the validity of comparisons, 
which should not be ignored.24,25 

In summary, these findings highlight the poten-
tial of LLMs in ocular pathology and oncology, but 
also reveal significant performance differences. For 
image-based questions in ocular oncology and 
pathology, Claude 3.5 Sonnet and ChatGPT-4o 
showed higher diagnostic accuracy, while Gemini 2.0 
Flash showed lower diagnostic accuracy. Given the 
complexity of ophthalmic oncology and pathology, 
where precise imaging interpretation is crucial, the 
discrepancies and differences between these LLMs 
need to be validated by further studies. Although our 
findings show significant differences between the 
three LLMs, it should be noted that using only 50 
image-based questions may limit the representation 
of the full spectrum of ocular oncology and pathology 
cases. This field covers a wide range of lesions, from 
benign conjunctival tumors to highly aggressive 
uveal melanomas, many of which have different 
histopathological and imaging features. In conclu-
sion, it should be noted that our results are limited for 
the clinical practical application of LLMs in the field 
of ocular oncology and caution should be taken when 
adapting these accuracy rates to scenarios in the field 
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of ocular oncology. To address this, future studies 
should leverage multicenter datasets to provide more 
robust, clinically relevant results. Larger studies with 
different disease pictures and hybrid approaches com-
bining AI and human skills should be the main focus 
of future research in ophthalmology to improve di-
agnostic accuracy and generalizability. 

LIMITATIONS 
This study has several limitations. The primary limi-
tation is that the sample size of 50 image-based ques-
tions may not fully represent the diversity of ocular 
oncology and pathology cases. While there are sig-
nificant differences between the large language mod-
els, the study did not evaluate how these models 
perform with different types of ocular images. The 
generalizability of this study is limited because the 
selected cases have precise diagnostic features and 
do not fully represent areas involving the complexity 
of ocular oncology, such as uveal melanomas.  

Although LLMs have made significant progress 
in the field of ocular oncology, they still face some 
serious challenges in image processing. Ocular on-
cological images often contain complex structures 
and heterogeneity. The ability of the LLMs to distin-
guish between the limited or irregular borders of tu-
mors and the surrounding healthy tissue depends on 
the coverage and quality of the training data. In ad-
dition, different techniques, contrasts, noises, and ar-
tifacts in the images may also affect the accuracy of 
the LLMs. In this context, considering that LLMs are 
usually trained with text data and have limited ca-
pacity to interact directly with visual data, advanced 
image processing algorithms and multimodal learn-
ing approaches are needed to accurately analyze such 
images. As a result, a wider variety of data and more 
in-depth training are required for the effective use of 
LLMs in oncology imaging. This makes their ability 
to address image-based questions in a vital field such 
as ocular oncology and pathology extremely limited 
for practical application.  

 CONCLUSION 
To best of our knowledge, this is the first study to as-
sess the image-based diagnostic capabilities of Chat-
GPT-4o, Claude 3.5 Sonnet and Gemini 2.0 Flash 
LLMs, which are the latest models in ophthalmology. 
Our results show that Claude 3.5 Sonnet and GPT-4o 
outperform Gemini 2.0 Flash in terms of diagnostic 
accuracy. Although LLMs show potential for ocular 
oncology, these models need to be tested with larger 
datasets and their accuracy needs to be improved be-
fore they can be used in clinical applications. Future 
research should prioritize increasing model accuracy, 
establishing improved interpretability. By addressing 
these challenges, LLMs can play a transformative 
role in the field of ocular oncology and pathology and 
support physicians in making more precise and 
timely decisions. 
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