Investigation of the Effect of Ear Measurements on Sex Estimation in Forensic Sciences Using Machine Learning Techniques: Descriptive Research

Adli Bilimlerde Kulak Ölçümlerinin Cinsiyet Tahminine Etkisinin Makine Öğrenmesi Yöntemleri Kullanılarak İncelemesi: Tanımlayıcı Araştırma

Abstract Objectives: The purpose of this study is to determine how ear measurements using machine learning approaches affect sex estimation. Material and Methods: Biometric features are used in forensics to detect or verify individuals. In this study, the effect of ear measurements on one of the biometric characteristics on sex estimation was investigated. Anthropometric landmarks on the faces of 345 persons were identified for this purpose, and a data set of 36 characteristics was created by measuring distances between these landmarks. Unlike many other studies in the literature, these measurements were obtained on a biometric front face, side face, and ear images, as well as a data set containing age information, were compared in the literature, where they were machine learning approaches and accuracy rates. Results: As a result of the findings, an artificial neural network-based sex estimate approach that appears to be consistent with the data set was developed. Two different artificial neural network models with the same structural features were built and trained. The first model uses all the data set's features as input parameters, whereas the second model does not. After ear measurements were included, the model's classification accuracy increased from 82.6% to 92.2%. Conclusion: When combined with other anthropometric parameters, ear measurements, one of the biometric characteristics, have been demonstrated to improve the success rate of sex estimation.
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Face, which reveals identity, age and feelings is an important information in sex classification. A large amount of visual data is produced as technology advances, majority of which is video, audio, and images. Automatic sex classification is used in the virtual world, mostly in image processing applica-
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Artificial Neural Networks (ANN) and Deep Learning (DL) are widely used in literature in fields such as smart and healthcare treatment, forensics, entertainment, interactive systems, and security. In forensic research, Machine Learning (ML) methods are also used to identify and classify sex. ML techniques, will play a significant role in development of decision-making procedures in forensic field.

In the forensic profession, biometric features, which are unique, indelible, and unpredictable structures, are used for identification or verification. Because of these advantages, it has become the most popular field in security systems.

Fingerprint, palm print, retina, voice, gait, ear, handwriting, DNA, facial structure etc. are the main biometric characteristics. A study explores face recognition and tracking in video images. Study uses color-based algorithm for skin-like face recognition. ANN utilized as neural-based filter with multilayer perceptron structure. The effects of different activation functions on video images and forward-feedback ANN are investigated.

However, ear measurements outperform face measurements in terms of diagnosis and sex estimation (SE) because they require less spatial resolution, have a more regular color distribution, and are less affected by light changes. Because each individual’s ear form and size differ, the ear is classified as a biometric feature with a fixed structure that changes little with age.

Study uses ear biometrics for image processing-based identification. Study trains software using analysis of images ear database images. Matching success in ear images from the same angle was 96%, and 72% when the angle was changed.

It was determined to improve image recognition success by combining Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), and Discriminant Common Vector Approach (DCVA) methods with a Support Vector Machine (SVM) in a study that compared success performances of different methods in ear biometry classification. The MIDAS database was used for this, which contains left and right face images of 50 people. When feature vectors identified by PCA, LDA, and DCVA methods are performed with SVM instead of standard measures (Euclidean distance), it has been claimed that success rate increases.

Study uses ear shape for person identification. The first part of the study, uses anthropometric canons to identify ear region. Second module utilized PCA for similarity analysis and identification. System achieves 80% accuracy in decision making with 35 profile pictures and 15 ear data. Combining ear, nose, lips, and forehead enhances person identification.

SVM, neural network, and Adaboost methods were used to estimate sex using 3D ear images in University of Notre Dame (UND) database. Researchers show 3D ear features outperform 2D methods for sex classification.

As stated before, there are successful studies in which sex analysis is done using different image analysis methods. Images form datasets for analysis. Limited studies on image-derived geometric measurements. Study uses ear images, anthropometric landmarks, distance, and area calculations for age and SE. Convolutional neural networks were used to build the model. Model achieves 94% SE accuracy, 52% age estimation accuracy, superior appearance-based methods.

Study uses 509 mandible measurements to estimate sex using linear and angular parameters. Logistic Regression, Discriminant Analysis, and ANN methods were used to analyze measurement parameters, and based on shared accuracy rates, it was determined that ANN is a good SE tool that can be used in the field of forensics due to its high accuracy rate.

Ear images aid in identity verification using biometric factors. In this paper, the effect of ear biometry on SE is examined. Expert measures evaluated ear biometric measurements using facial images. Results aid in estimating sex using face images. Larger sample size needed for effective sex identification models. ML algorithms improve forensic science identification using face images.
MATERIAL AND METHODS

Humans have a simpler classification of sex than machines. Machines face challenges in angles, positions, age, and facial expressions. ML techniques are employed for classification/estimate methods to overcome challenges.

There are four stages to ML techniques used. The first step is to create database, and the second step is to preprocess measurement results obtained from images. Data preprocessing involves data conversion, grouping, missing values management, and noise cleaning. The ML model is developed in the third stage based on data type and characteristics (Figure 1). ML techniques are used to make estimations in the final stage.

ML techniques used in literature for feature selection, model development, evaluation, and estimation. Identify appropriate approach based on data structure, dependent/independent variables, and analysis goals. All of the study’s independent variables are continuous variables. Variables are features determined from images’ measurements. For feature selection, no ML techniques were utilized. ML techniques for SE classification based on categorical structure.

The landmarks and explanations used in the study are as follows:

**Ototabasion superior (Obs):** It is the helix’s attachment point in the temporal area, defining the top border where the ear conjugates the face.

**Ototabasion inferior (Obi):** It is the point at which the earlobe attaches to the cheek.

**Gonion (Go):** They are the outermost of the angle formed by the lower jaw body and lower jaw arm.

**Nasion (N):** It is the point on the median sagittal line where the nasal bone meets the frontal bone.

**Gnathion (Gn):** On the median sagittal line, it is the lowest point on the lower jaw.

**Subnasal (Sbn):** The location where the middle part of the nostrils meets the upper jaw.

**Pronasal (Prn):** On the median sagittal line, it is the most projecting point at the tip of the nose.

**Stomion (Sto):** It is where the lower and upper lips meet the median sagittal line, cutting the midline.

**Supra mental (Sm):** It is the deepest point of the concavity that runs from the lower lip to the chin.

**Alare (Al):** It is the most projecting points that the nose wings make towards the sides.

**Glabella (G):** On the median sagittal line, it is the point between the two eyebrows that project forward.

**Chellion (Ch):** It refers to the locations on the sides of the mouth where the lower and upper lips meet.

**Tragus (T):** It is the part of the auditory canal that projects in front of and above it.

**Superaural (Sa):** It is the highest point of the auricle.

**Subaural (Sba):** It is the lowest point of the auricle.

**Postaural (Pa):** It is the outermost point of the posterior arch of the auricle.

*Descriptions of gonion, nasion, gnathion, subnasal, pronasal, stomion, alare, glabella, chellion, superaural, subaural and postaural points are quoted from Prof. Dr. İzzet Duyar’s unpublished textbook (Duyar İ. Antropometri, Ankara Üniversitesi, DTCF Antropoloji Bölümü, 2000; s:11-15).*
Preaurale (Pra): It is the front of the ear.\textsuperscript{15}

Intertragic notch (Intno): It is the deep notch between the tragus and the antitragus.\textsuperscript{16}

DATASET

To determine measurements used in this study, images in the data set created by Sezgin’s doctoral thesis prepared in accordance with Helsinki Declaration 2008 principles were used.\textsuperscript{17} The data obtained in that study were approved by Non Intervenational Scientific Research Ethics Committee of İstanbul University Cerrahpaşa Faculty of Medicine with the approval number 114,364 dated 01.07.2014. The images in data set were taken with a flat lighting setup with 800 ASA at 50 mm and 1 m distance. First, using GIMP, anthropometric landmarks were placed on face in each image (Figure 2). The distances between the landmarks determined following this method were measured in millimeters (Figure 3). Photos are published with consent of the participant.
By examining the images in the database, measurements are made according to the measurement points/landmarks determined by the expert. As a result, the data set created includes measurements of 36 features for 345 samples.

Data preprocessing applied after collection. Data preprocessing is crucial for ML technique development. Improve ML model accuracy, efficiency, consistency by identifying missing values, cleaning raw data. Missing data, repeated measurements, data set division, independent variables scaled.

The data set was normalized, and all analyses were performed on it. Normalization is the process of rescaling data from 0 to 1. In the study, the Min-Max method, which is one of the most commonly utilized normalizing methods, was used. Calculates normal distribution values using formula given in Equation 1, comparing mean to standard deviation:

\[ x_{new} = \frac{x - x_{min}}{x_{max} - x_{min}} \]  \hspace{1cm} (1)

COMPUTATIONAL TECHNIQUES

Analyses was implemented on MATLAB (MATLAB is a registered trademark of The MathWorks, Inc.). The dataset is divided into training and test datasets at random. dataset: 230 samples trained, 115 samples analyzed for system testing.

Different ML methods were applied, and results were examined while deciding on the best classification method for the dataset.

Decision trees classify data using induction and tree-shape structure. Decision trees are preferred for easy creation and interpretation. All decision tree sub-models created in the study used Gini’s diversity index as the Split criterion. As a result, in terms of maximum number of divisions, fine decision tree model is 10, coarse decision tree model is 4, and medium decision tree model is 30.

Discriminant analysis is a ML method for categorical data identification. Proposed diagonal used in discriminant analysis for limited data. Low training and test accuracy rates required full covariance analysis.

Bayes Classifier uses existing classifier data to classify data. Gaussian and Kernel methods represent numeric predictors in NB analysis.

Data transferred to high dimension, separated using SVM linearly. Then it verifies that they are separated by the highest boundary achievable.

Models are developed in the study using various SVM kernel functions (Linear, Quadratic, Cubic, Gaussian). The box restriction level in all SVM models is set at 1.

The K-Nearest Neighbor (KNN) is one of the most well-known and used algorithms among ML methods. Classification uses closeness between selected and closest features. The nearest neighbor numbers (1-10-100) differ while using the Euclidean Distance metric in the Fine, Medium, and Coarse KNN models. The number of nearest neighbors in the Cosine and Cubic KNN models is set to 10. The distance metrics of two methods, however, differ. Cosine KNN model uses cosine metric distance, Cubic KNN uses minkowski.

Boosted Trees are ensemble classifiers for classification and regression. AdaBoost ensemble method and decision tree learner type in study.

Bagged Trees is another ensemble classifier that aims to increase accuracy and reliability of ML methods. Combining random trees in training sets. The Bag method and decision tree learning developed Bagged Trees model.

When all features are used in the study, the Subspace Discriminant ensemble classifier method is used to create different training sets. Each basic learning algorithm is trained on smaller training sets using the sub-space method, which divides the existing training set into small training sets. Ensemble method Subspace, Discriminant learner type, 30 learners, and Subspace dimension 18 are selected in the model.

ANNs are hardware and software realizations of nerve cells in human brain in the digital world. Because of its high performance, ANN is commonly used in a variety field of the classification problems.
Different neural network models were created in this study depending on the number of layers and activation function. The activation function in single-layer Narrow, Medium, and Wide Neural Network models was Rectified Linear Unit (ReLU), and number of neurons were 10, 25, and 100, respectively. The ReLU activation function was used with 10 neurons in each layer in 2-layer Bilayered and 3-layer Trilayered Neural Network models.

Different ML methods were used to compare classification performance, and the classifier method that would be used in the study was chosen accordingly.

To compare success of classification algorithms, various metrics are used. One of them is confusion matrix, which is used to determine the classifier’s accurate classification value. Based on actual and expected classifications generated by a classifier, the confusion matrix evaluates the accuracy of the classifier. Using confusion matrix for train and test results, correctly classified positive sample (True Positive, TP), correctly classified negative sample (True Negative, TN), misclassified positive sample (False Positive, FP) and misclassified negative sample (False Negative, FN) values were calculated.

Accuracy (ACC), Precision, Recall and F-score values of the model are determined according to these values. These metrics are calculated with formulas given in Equations (2), (3), (4), and (5):

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{2}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{3}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{4}
\]

\[
F - \text{Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{5}
\]

In this study, different ML methods were evaluated according to accuracy value, which is widely used in classification for train and test datasets. Table 1 shows percentage values for training and test classification accuracy obtained from models during the method selection stage.

According to the model classification accuracy values in Table 1, among the applied ML methods, ANN and Subspace Discriminant methods provide the most accurate predictions using dataset.

Subspace Discriminant is a preferred ensemble learning method due to its fast classification and optimum memory usage. It’s a method for improving a single model’s estimation performance by training multiple models and combining their predictions. It has been demonstrated that when compared to a single classifier model, a higher accuracy rate can be obtained. However, depending on data, the method’s classification accuracy differs. As a result, analyses will be conducted using ANN method, which provides the best results in this study.

ANN

ANN are a form of computing for predicting a set of outputs from a set of input variables. ANN is made up of neurons connected by numerically weighted links. Each neuron calculates weighted sum of input connections and compares it to threshold value. Depending on activation function used, each neuron’s output differs.

An ANN model is consisting of three layers: an input layer, a hidden layer, and an output layer. A basic ANN model structure is shown in Figure 4. The number of hidden layers and activation function used depend on data structure and ANN model that was constructed.
Measurements are performed based on expert-defined measurement points/features obtained by examining images in the database. As a result, the dataset obtained contains measurements of 36 features for 345 samples (151 female, 194 male). Table 2 shows the dataset’s features, which include front face, side face, and ear measurements, as well as age information.

The purpose of this study was to see how ear measurements affected SE. Two ANN models (ANN Model-I and ANN Model-II) with different features were created and compared for this purpose. All measurement values, including face and ear measurements, were included in the first model, however ear measurements, were not included in the second model, and their contribution to classification accuracy was evaluated.

Age, side face, front face, and ear measurements were used as input features in the ANN Model-I. All the features are used as predictors for SE.

Ear measurements were not included as input parameters in the ANN Model-II; instead, only age, side, and front face measurements were used. The effect of ear measurements on SE was studied by comparing the estimation accuracy performances of the two models.

First, different activation functions, layers, and neuron numbers were tested for both models, and models were optimized and developed accordingly. As a result, both models employ a three-layer optimal network structure. The ANN model’s first layer

<table>
<thead>
<tr>
<th>Table 1: Accuracy values of ML methods.</th>
<th>Accuracy rates</th>
<th>Results of train</th>
<th>Results of test</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML techniques</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decision tree</td>
<td>Fine tree</td>
<td>79.2%</td>
<td>82.3%</td>
</tr>
<tr>
<td></td>
<td>Medium tree</td>
<td>79.2%</td>
<td>83.4%</td>
</tr>
<tr>
<td></td>
<td>Coarse tree</td>
<td>81.1%</td>
<td>85.8%</td>
</tr>
<tr>
<td>Discriminant analysis</td>
<td>Linear discrim</td>
<td>70.8%</td>
<td>74.6%</td>
</tr>
<tr>
<td></td>
<td>Quadratic discrim</td>
<td>62.5%</td>
<td>64.2%</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td></td>
<td>68.8%</td>
<td>70.3%</td>
</tr>
<tr>
<td>Naïve bayes network</td>
<td>Gaussian naïve bayes</td>
<td>75.4%</td>
<td>74.3%</td>
</tr>
<tr>
<td></td>
<td>Kernel naïve bayes</td>
<td>70.2%</td>
<td>69.0%</td>
</tr>
<tr>
<td>Support vector machines</td>
<td>Linear SVM</td>
<td>77.2%</td>
<td>76.5%</td>
</tr>
<tr>
<td></td>
<td>Quadratic SVM</td>
<td>72.5%</td>
<td>75.1%</td>
</tr>
<tr>
<td></td>
<td>Cubic SVM</td>
<td>70.8%</td>
<td>70.0%</td>
</tr>
<tr>
<td></td>
<td>Gaussian SVM</td>
<td>77.9%</td>
<td>76.3%</td>
</tr>
<tr>
<td>K-Nearest neighbors</td>
<td>Fine KNN</td>
<td>69.5%</td>
<td>70.9%</td>
</tr>
<tr>
<td></td>
<td>Medium KNN</td>
<td>73.5%</td>
<td>71.8%</td>
</tr>
<tr>
<td></td>
<td>Coarse KNN</td>
<td>67.3%</td>
<td>66.2%</td>
</tr>
<tr>
<td></td>
<td>Cosine KNN</td>
<td>68.2%</td>
<td>67.3%</td>
</tr>
<tr>
<td></td>
<td>Cubic KNN</td>
<td>74.1%</td>
<td>74.6%</td>
</tr>
<tr>
<td>Ensemble classifiers</td>
<td>Boosted trees</td>
<td>70.9%</td>
<td>72.3%</td>
</tr>
<tr>
<td></td>
<td>Bagged trees</td>
<td>80.2%</td>
<td>82.4%</td>
</tr>
<tr>
<td></td>
<td>Subspace discriminant</td>
<td>89.1%</td>
<td>90.4%</td>
</tr>
<tr>
<td>Neural network</td>
<td>Narrow neural network</td>
<td>88.4%</td>
<td>91.2%</td>
</tr>
<tr>
<td></td>
<td>Medium neural network</td>
<td>81.9%</td>
<td>84.6%</td>
</tr>
<tr>
<td></td>
<td>Wide neural network</td>
<td>82.7%</td>
<td>85.2%</td>
</tr>
<tr>
<td></td>
<td>Bilayered neural network</td>
<td>86.3%</td>
<td>82.5%</td>
</tr>
<tr>
<td></td>
<td>Trilayered neural network</td>
<td>82.1%</td>
<td>83.0%</td>
</tr>
</tbody>
</table>

size is 35, the second layer size is 13, and the third layer size is 102. As the activation function, ReLU was used. Because of its low complexity and rapid operation, ReLU, which is used as the activation function in the model, is widely used in computer vision, visual feature extraction, and DL methods.\textsuperscript{32} All negative states are converted to zero with this function, and the network’s nonlinear properties are increased.\textsuperscript{33} The ReLU activation function used is given in Equation (6).\textsuperscript{34}

\[ x_{out} = \max(0, wx_{in} + b) \quad (6) \]

The input and output values of the equation are indicated by the $x_{in}$ and $x_{out}$ expressions, while the weight and bias values are expressed by the $w$ and $b$ expressions.

The first model, ANN Model-I, includes all the measurements and features used in the study. Figure 5 shows the ANN Model-I, which is composed of 36 features such as age, front face, side face, and ear measurements that are used in the estimation of sex using the specified network model.

The training and test confusion matrices used in calculating the accuracy values of Model-I are given in Figure 6 and Figure 7. The Training Accuracy value of the model using Bayesian optimization was found to be 83.5\% and the Test Accuracy value to be 92.2\%.

The ANN Model-II structure, which was created to examine effect of ear measurements on SE, is given in Figure 8. In the model, only 22 features with age, front face and side face measurements that are used in the estimation of sex using the specified network model.

Training and test confusion matrices of ANN Model-II are given in Figure 9 and Figure 10. While

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|}
\hline
Features & Minimum & Maximum \\
\hline
Front face measurements & & \\
1 & Age & 18 & 92 \\
2 & Otobasion superior-Otobasion superior & 150.65 & 201.62 \\
3 & Otobasion inferior-Otobasion inferior & 126.67 & 193.23 \\
4 & Gonion-Gonion & 115.81 & 1148.83 \\
\hline
Side face measurements & & \\
5 & Nasion-Gnathion & 120.60 & 174.60 \\
6 & Nasion-Subnasal & 51.01 & 82.48 \\
7 & Nasion-Pronasal & 42.36 & 110.84 \\
8 & Nasion-Stomion & 75.03 & 146.10 \\
9 & Nasion-Supramental & 88.49 & 1214.89 \\
10 & Pronasal-Subnasal & 15.15 & 34.57 \\
11 & Pronasal-Alare & 24.00 & 51.72 \\
12 & Glabella-Nasion & 18.00 & 43.26 \\
13 & Glabella-Pronasal & 67.58 & 109.22 \\
14 & Gnathion-Gonion & 79.33 & 154.99 \\
15 & Tragus-Glabella & 127.19 & 198.65 \\
16 & Tragus-Nasion & 110.30 & 178.62 \\
17 & Tragus-Pronasal & 50.31 & 204.10 \\
18 & Tragus-Subnasal & 112.92 & 181.32 \\
19 & Tragus-Chellion & 99.99 & 161.09 \\
20 & Tragus-Supramental & 115.65 & 193.25 \\
21 & Tragus-Gnathion & 125.86 & 1321.87 \\
22 & Chellion-Gnathion & 35.72 & 68.75 \\
\hline
Ear measurements & & \\
23 & Otobasion superior-Otobasion inferior & 33.60 & 99.72 \\
24 & Tragus-Otobasion superior & 25.20 & 52.87 \\
25 & Tragus-Superaurale & 38.88 & 74.63 \\
26 & Tragus-Postaurale & 29.03 & 64.76 \\
27 & Tragus-Subaurale & 24.12 & 58.80 \\
28 & Tragus-Otobasion inferior & 16.32 & 47.95 \\
29 & Superaurale-Subaurale & 65.47 & 119.59 \\
30 & Otobasion inferior-Subaurale & 3.79 & 30.71 \\
31 & Otobasion inferior-Postaurale & 41.91 & 97.87 \\
32 & Preaurale-Postaurale & 26.29 & 74.21 \\
33 & Postaurale-Subaurale & 34.11 & 94.32 \\
34 & Superaurale-Postaurale & 19.47 & 74.88 \\
35 & Intertragic notch-Otobasion inferior & 9.98 & 44.65 \\
36 & Intertragic notch-Subaurale & 18.68 & 50.43 \\
\hline
\end{tabular}
\caption{Facial features measurements.}
\end{table}
Training Accuracy value of ANN Model-II is 80.9%, Test Accuracy value is calculated as 82.6%.

DISCUSSION

Local binary patterns (LBP)-Histogram bins were learned as compact face representation for sex classification in a study that investigated sex classification on real-life faces obtained under unconstrained conditions. By adopting SVM with selected LBP-Histogram bins, a classification rate of 94.81% was achieved in the Labeled Faces in the Wild database.¹

A study developed a new filter structure based on the MatConvNet-1.0-beta15 architecture, which is based on regional convolutional neural network model in DL algorithm. To improve SE accuracy, filter sizes and contents were changed, and features that could be used in sex classification were extracted from face images. According to the study, DL algorithm’s features were classified by SVM, and sex classification was performed with an average of 94% success based on complexity matrix calculation.²

In a study where different distance criteria were intuitively limited according to the Borda voting method and success rate of the system was evaluated, 80% success was achieved in tests performed on 15 data in the database.⁶ With the experiments conducted on the public UND ear biometric database, sex classification was achieved with an average accuracy of 92% in the F dataset and approximately 92% in the J2 dataset.¹⁰ In a study in which it was stated that the methods based on appearance were superior to the methods based on geometric features, an accuracy of 94% was obtained in sex classification and 52% in age classification.¹¹
In this study, the Training Accuracy value of the ANN Model-I using Bayesian optimization was found to be 83.5% and the Test Accuracy value to be 92.2%. While Training Accuracy value of ANN Model-II is 80.9%, Test Accuracy value is calculated as 82.6%.

The effect of ear measurements made using ML approaches on SE was investigated in this study. Analyzes were made on a dataset containing the measurement results. While creating dataset for this study, all images were standardized in a biometric template. This is important in that metric measurements give results close to real-time measurements. It also differs in terms of providing weight to side and ear images in terms of measurement when compared to research in which front images are usually analyzed.

The data set, which includes the actual measurement results of 345 samples, is divided into training and test data and ML methods commonly used for classification in the literature (Decision Tree, Discriminant Analysis, Naive Bayes Network, Logistic Regression, SVM, KNNs, Boosted Trees, Bagged Trees was trained with Subspace Discriminant and Neural Network) to determine the highest performance classifier. As a result, the ANN and Subspace Discriminant methods achieved the highest accuracy rate among the models constructed using the specified methods. Because the Subspace Discriminant method’s accuracy in classification varies based on the data and has a relatively low accuracy rate, advanced analyses were performed using the ANN method. The aim of advanced analyses is to investigate the effect of ear measurements on SE, which has never been studied before in the literature.

CONCLUSION

The dataset of this study was trained using widely known ML methods and the best performing classifier was determined. The effect of ear measurements on SE was evaluated by ANN method, and high-accuracy SE was performed. For this purpose, two neural network models with same structure are trained for different features. While all measurement results were included in one model, ear measurements were subtracted from the other model and its effect on classification performance was evaluated. When accuracy values of two models were compared, classification accuracy of model increased from 82.6% to 92.2% with the addition of ear measurements.

In the subject of identification, forensic sciences, particularly sex and age estimation research, play a vital role. ML with various models is widely used to
test features extracted from facial images. Given that facial images cannot always be obtained from the front, side face and ear images are undeniably important subjects for this field. It is investigated to what extent the examination of many factors and facial features affects identification. This study investigated the effect of ear measurements on SE when paired with other anthropometric parameters and concluded that it raised the success rate. In this regard, it is stated that the data generated by using ML algorithms will contribute to forensic studies of SE from facial images.

In the future, research to increase classification performance can be aided by the development of simplified models and estimation features.
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