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Machine learning (ML) is one of the data mining technologies. It is a scientific discipline that focuses 

on how computers learn from data for various computational methods such as classification and clustering.
1
 

Statistical learning theory is the main theorem underlying ML. In this theory, the model form is un-

known, and it is tried to find the model that gives the optimum result among the models considered to be 
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ABSTRACT Objective: In this study, it was aimed to find the 

method with high classification success among the methods used in 

the study by comparing the supervised machine learning methods 
according to the classification performance. Material and Meth-

ods: In our study, both the real data set obtained from 302 patients 

with invasive ductal carcinoma and 24 different data sets obtained 
by simulation were used to compare the classification performance 

of support vector machines, random forest and artificial neural net-

works. The success of classifications of the methods used was 
compared according to the general accuracy, F-measure, Matthews 

correlation coefficient, area under the curve (AUC) and discrimi-

nant power in breast cancer data. In addition, the difference in train-

ing-test accuracy in the simulation data and the significance of this 

difference were also evaluated. Results: The highest survival classifi-

cation accuracy (80%) for the test set of stage III patients with inva-
sive ductal carcinoma was obtained from support vector machines 

(SVM) with the radial-based kernel. The highest values in other per-

formance metrics (F-measure=0.87, Matthews correlation coeffi-
cient=0.22, AUC=0.89 and discriminant power=0.52), and the most 

successful results in simulation data were generally obtained from 

SVM. Conclusion: SVM had higher accuracy in both the real data set 
and simulation data than random forest and artificial neural networks. 
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ÖZET Amaç: Bu çalışmada, danışmanlı makine öğrenimi yöntem-

leri sınıflama performansına göre kıyaslanarak, çalışmada kullanı-

lan yöntemlerin içerisinden sınıflama başarısı yüksek olan yönte-
min bulunması amaçlandı. Gereç ve Yöntemler: Çalışmamızda, 

destek vektör makineleri, rastgele orman ve yapay sinir ağları yöntem-

lerinin sınıflama performanslarını kıyaslamak için hem invaziv duktal 
karsinomlu 302 hastadan elde edilen gerçek veri seti hem de simülas-

yonla elde edilen 24 farklı veri seti kullanıldı. Kullanılan yöntemlerin 

sınıflama başarıları meme kanseri verilerinde genel doğruluk, F-ölçütü, 
Matthews korelasyon katsayısı, eğri altında kalan alan [area under 

the curve (AUC)] ve ayırsama gücüne göre kıyaslandı. Ayrıca si-

mülasyon verilerinde eğitim-test doğrulukları farkı ve bu farkın 

anlamlılığı da değerlendirildi. Bulgular: İnvaziv duktal karsinomlu 

evre III hastalarının test seti için en yüksek sağkalım sınıflama doğ-

ruluğu (%80), radyal tabanlı çekirdek ile destek vektör makinele-
rinden [support vector machines (SVM)] elde edildi. Diğer perfor-

mans ölçütlerindeki (F-ölçütü=0,87; Matthews korelasyon katsayı-

sı=0,22; AUC=0,89 ve ayırsama gücü=0,52) en yüksek değerler ve 
simülasyon verilerinde en başarılı sonuçlar, genel olarak SVM’den 

elde edilmiştir. Sonuç: SVM, hem gerçek veri setinde hem de si-

mülasyon verilerinde, rastgele orman ve yapay sinir ağlarına göre 
daha yüksek doğruluk oranına sahiptir. 
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correct.
2
 Performance metrics are needed both to evaluate the performance of the determined model and to 

examine its validity. Although the correct classification percentage is generally considered among the 

aforementioned metrics, many criteria such as sensitivity, specificity, F-measure (F), Matthews correlation 

coefficient (MCC), discriminant power (DP) etc. can be used in binary classifiers.
3
 In order to the deter-

mined ML method to be considered as the highest performance method, it should be compared with other 

ML techniques with its success in performance metrics. However, training and then optimizing a technique 

in the supervised learning are processes that require experience and time.
4
 Therefore, determining the model 

with high performance in classification for many types of data sets is useful for the researcher to pass time-

consuming processes more quickly. 

The data sets used to predict the performance of ML methods can be of many types. The first of these is 

the data set consisting of real-world data, and in our study, data of breast cancer patients were used for this 

type of data set. In breast cancer studies, many histopathological subtypes [in situ lobular carcinoma, inva-

sive ductal carcinoma (IDC), invasive lobular carcinoma etc.] are generally evaluated together. In our study, 

however, only patients with histopathological subtype IDC stage III were evaluated. Another type of data set 

is obtained by simulation. Simulations are used as the third mode of science that complementing theory and 

experiments. Simulations are very useful in situations that are too complex to be analyzed analytically or too 

expensive to study experimentally and also impractical.
5
 In our research, it has been shown that the ML 

method, which has a high performance in classifying the data obtained by simulation, gives similar results 

for real data. In addition, after obtaining a successful survival classification result in IDC stage III breast 

cancer patients, it was studied to determine the important variables. In this study, we aimed to evaluate the 

performance of three ML methods in classifying many independent variables to a binary dependent variable 

with both real data set and simulation data.  

    MATERIAL AND METHODS 

Our study is retrospective descriptive for the department where the data of breast cancer patients is used, and 

descriptive for the simulation data. We mentioned that there were two different approaches to performance 

evaluations. In the first approach, the real data set was obtained from Inonu University Turgut Özal Medical 

Center Medical Pathology Department. Data on 302 patients with IDC were obtained from 1,470 breast can-

cer cases by examining each of 75,000 biopsy reports between 2008 and 2016. In the study, survivability 

(alive-exitus) classification was made using a total of 15 independent variables together with prognostic fac-

tors for breast cancer [tumour size, tumour necrosis, hormone receptors estrogen (ER) & progesterone (PR), 

Her-2 (CerbB-2), number of lymph nodes, number of metastatic lymph nodes, lymphovascular invasion 

(LVI), ki-67 score]. 

Tumor size is an independent prognostic factor in the tumor-node-metastasis (TNM) staging system 

and, it shows a good correlation with nodal metastasis incidence and survival.
6
 Necrosis is a form of cell 

death caused by factors external to the cell, such as hypoxia, and is often associated with rapidly growing, 

aggressive forms of cancer in the breast, colon, etc. Identification of tumor necrosis in breast cancer can pro-

vide prognostic knowledge indicating death.
7
 Ki-67 score is the pith protein expressed at G1, S, G2 and M 

phases of tumor cells and a solid tumor proliferation marker being related with the prognosis of breast carci-

noma and its response to neoadjuvant chemotherapy.
8
  

Chemotherapy response and progression of molecular subtypes differ. In Luminal A; ER and/or PR is 

positive, HER-2 is negative, and the proliferation index is low. In Luminal B; tumors are high grade, and 

may be PR+ or PR-, or HER2+ or HER2-. Typically, triple negative breast carcinoma (TNBC) is the kind 

lacking ER and PR with overexpression of HER2. Compared to other subtypes, TNBC tumors are usually 

larger and they are related with 2.5-fold more metastasis within five years after diagnosis.
9,10

 LVI is associ-

ated with increased lymph node metastasis and the risk of progression to systemic disease. It is a poor prog-

nostic factor for relapse and survival in node-negative patients.
11,12
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Age is a prognostic factor in IDC and varies by geographical region or demographics. In regions with 

young populations such Africa, and Turkey, breast carcinomas are more frequent under the age of 40, and 

these tumors are found at further stages compared to the Western societies.
13

 The presence of axillary lymph 

node is one of the most important factors in prognosis estimation for the patients. Metastatic axillary lymph 

node ratio is known as an important prognostic factor in breast cancer.
14

 Obesity is related with increased in-

vasive breast cancer risk in postmenopausal women. Especially, a body mass index of 35.0 or higher was 

strongly associated with risk for ER receptor-positive and PR receptor-positive breast cancers (hazard ratio, 

1.86; 95% confidence interval, 1.60-2.17).
15

  

For the real data set; individuals with histopathological type of IDC, stage 3 according to TNM staging 

(any of 3A, 3B and 3C), followed for at least 30 months were included in the study. Patients whose histo-

logical type and stage could not be determined exactly and metastatic tumors were excluded from the study. 

In addition, patients who applied for confirmation outside of the designated center were not included in the 

study. This study was approved by Dicle University Medical Faculty Ethics Committee for Non-

interventional Studies (date: 23.6.2017, number: 2017/137). 

In the second approach, the simulation study, analyzes were performed with different data sets by 

changing the incidence of the risky situation in the dependent variable, the number of observations and the 

number of independent variables. In these data sets, the data obtained from the binomial distribution accord-

ing to the observation rates of 0.2-0.4-0.6 and 0.8 for the dependent variable were included in the analysis. 

Independent variables were created from datasets derived from multivariate normal distribution with zero 

mean and one standard deviation. By combining the data sets created by using different numbers of inde-

pendent variables (15, 25 and 35) with the dependent variable (labels: 0-1) obtained from the binomial dis-

tribution, 24 different data sets with 100 repetitions were obtained. The performance of ML methods was 

evaluated according to performance metrics calculated separately for each repetition. 

R 3.3.3 (R programming languages/Project) and RStudio interface were used for analysis. Support vec-

tor machine (SVM), random forest (RF) and artificial neural network (ANN) models were used in the analy-

sis of the data sets.
17

 The optimal hyperparameters for these techniques were determined using the cross-

validation (5 repeats of 10-fold) method and testing different hyperparameters. In all ML methods, 70% of 

the data set was used to train the model (training set) and 30% was used to test the learned model (test set).  

Support vector machine: It aims to create a decision boundary between two classes that enables the 

prediction of labels from one or more feature vectors. This decision boundary, known as the hyperplane, is 

orientated in such a way that it is as far as possible from the closest data points from each of the classes. 

These closest points are called support vectors.
18

 An alternative use for SVM is the kernel method, which 

can be calculated directly in the original low-dimensional space without having to represent the mapping of 

the sample data in the high-dimensional space, which can effectively avoid the complex computation in the 

high-dimensional space.
19

 

Random forest: The purpose of the RF method is to get more efficient results with more than one deci-

sion-maker as in other ensemble methods. The variables selected for branch splitting at any fork in any tree 

is not selected from the full set of possible descriptors but from a randomly selected subset of predetermined 

size.
20

 The predetermined number of variables is suggested as        . Although there are studies that 

allow other values (p/2, 0.1p etc.) on this part, the results that give optimum performance by classifying with 

different values should be taken into account in determining the appropriate “mtry” number.
21

 

Artificial neural networks: ANN designed according to the neural structure of the brain is very useful 

in predictive modelling due to its ability to model nonlinear relationships in a high dimensional data set.
22

 

There are two types of ANN, feed-forward and feed-back, depending on the connection design of the neu-

rons. In feed-forward, the data moves in only one direction forward from the input layer to the output layer. 

In addition, multi-layer perceptrons (MLPs) are ANNs consisting of the input layer, the output layer and one 
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or more hidden layers between these two layers.
23

 Feedforward-backpropagation MLP has been used in our 

study as in many ANN analysis.
24

 Explanations on the sub-units of ML techniques are in Table 1. 

 

TABLE 1: Explanations on machine learning techniques. 

Machine learning 

methods 
Units 

Optimization  

technique 

SVM Kernels  

Linear 

Cross-validation  

(5 repeats of 10-fold)  

 

70% training set, 

30% test set 

Polynomial 

Sigmoid 

Radial basis 

RF 

mtry=3 DT=100 

mtry=3 DT=500 

mtry=4 DT=100 

mtry=4 DT=500 

ANN 
Activation  

Functions 

Sigmoid 

Hyperbolic  

Tangent 

 Relu 

Linear  
 

SVM: Support vector machine; RF: Random forest; ANN: Artificial neural network; DT: Number of decision trees. 

 

In our study, general accuracy (D), MCC, F, DP, and area under the curve (AUC) were used to both 

evaluate the performance of the classifiers and to examine the validity of the model. The confusion matrix 

from which model performance metrics are obtained is given in Table 2. 

 

TABLE 2: Confusion matrix for the calculation of model performance metrics. 
 

  
  Real (Actual) Classification   

 
  Disease (+) Non-disease (-)   

Predicted  

Classification 

Positive (+) 
True Positive 

TP 

False Positive 

FP 

Positive Predictive Value  

  

     
 

Negative (-) 
False Negative 

FN 

True Negative 

TN 

Negative Predictive Value  

  

     
 

    

Sensitivity 

  

     
 

Specificity 

  

     
 

Accuracy 

     

           
 

 

MCC is the correlation coefficient between observed and predicted classification. The MCC value 

ranges from -1 to +1 with a value of +1 representing a perfect prediction, 0 as no better than random predic-

tion and -1 the worst possible prediction.
25
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The F expresses the balance between precision and sensitivity. F is 0 when either the precision or the 

sensitivity is 0.
26

 

          
                       

                     
 

The area under the ROC curve (AUC) is a univariate depiction of the ROC curve. It ranges from 0.5 to 

1, with larger values representing higher ML performance. The AUC is equal to the probability that the deci-

sion value assigned to a randomly-drawn positive sample is larger than the value assigned to a randomly-

drawn negative sample.
27

 

DP evaluates how well the classifier distinguishes between positive and negative cases by summarizing 

sensitivity and specificity. The test is a poor discriminant DP<1 and limited DP<2 and fair DP<3, good in 

other cases.
28

 

   
  

 
     

           

             
       

           

             
   

STATISTICAL ANALYSIS 

In our study, categorical variables were expressed with frequency and percentage, and continuous variables 

with mean and standard deviation. Normality assumption was analyzed by Kolmogorov-Smirnov test. Chi-

square tests and Student t-test were used for univariate analyzes in the relationship of independent variables 

with the primary output variable. SPSS v21 (Armonk, NY: IBM Corp.) program was used for these analyzes. 

After removing the noisy data in the real data set, imputation was performed for a small number (4%) of 

missing data. The data were prepared for analysis with the standardization process. ML methods (SVM, RF, 

ANN) were used to classify the survival with determined independent variables. R 3.3.3 (R programming 

languages/Project packages “e1071”, “randomForest”, “MASS”, “caret”, “caTools”, “dplyr”, “pROC”, 

“mxnet”, “ggplot2”) and Rstudio interface were used for this analysis. The performance of the methods was 

determined according to the D, positive predictive value, MCC, F, DP, and AUC metrics. These metrics 

were also used when comparing ML techniques on artificial data. 

    RESULTS 

In the first approach, the mean age (years) of 302 patients with breast carcinoma was calculated as 

50.54±12.38 and the median survival time was 39 (interquartile range=28.0-64.0) months. It was determined 

that 222 (73.5%) of the patients were alive and 80 (26.5%) patients died due to breast cancer. 

All independent variables (features) and primary output (target) variable that expressing survival status 

were shown in Table 3. The values given in this table indicate the frequency and significance of independent 

variables in survival status. A small number of male breast cancer cases were also included to preserve the 

originality of the data set. In addition, the ki-67 score was expressed as a percentage in the reports.  Howev-

er, since it was accepted that 14% value could be a critical value according to the surgical approach, ki-67 

was categorized (≤%14 and >%14) based on this value.
28

 The independent variables and univariate analysis 

results related to the real data set obtained from breast cancer patients were shown in Table 3. Although the 

relationship between the number of lymph nodes (p=0.549), chemotherapy (p=0.631), radiotherapy 

(p=0.488) and survival was found to be insignificant, they were included in the classification because it was 

thought to contribute to the performance of ML methods. 

The highest survival classification accuracy (80%) in the test set for stage III patients with IDC was ob-

tained from SVM with radial-basis kernel. For other performance metrics (F=0.87, MCC=0.22, AUC=0.89 

and DP=0.52), the most successful results were obtained from SVM. Performance metrics other than classi-

fication accuracy were calculated for numerical comparison of ML model with other methods. Performance 
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metrics were observed to be high in the training set for the highest performance SVM model, but low in the 

test set. This is due to the fact that the number of observations used as a training set (70%) is higher than the 

number of observations used as a test set (30%). Especially in the SVM method, if all breast cancer data are 

used as test data, it is thought that the values to be obtained for all metrics will be high (Table 4). In addition, 

it has been revealed by the classification that the variables with order of significance (Figure 1) are effective 

in the survival of IDC stage III patients. 

As a result of the analysis of 24 data sets obtained by simulation, training-test set accuracies, accuracy 

differences (∆D) and its significance test (H0: ∆D is non-zero hypothesis, one sample t-test) positive predic-

tor and F were given. The means of the above metrics calculated separately for 100 repetitions from the data 

sets were given in Table 5. However, the significance test data were the values of accuracy differences ob-

tained from the results calculated from each repetition. 

 

TABLE 3: Variables used in invasive ductal carcinoma data set. 
 

    Survival   

  
Alive Ex 

p value 
    222 (73.5) 80 (26.5) 

Age 
 

49.54±12.16 53.32±12.64 0.019** 

Gender 
Female 216 (75.3) 71 (24.7) 

0.005**** 
Male 6 (40) 9 (60) 

BMI 

Normal weight 35 (67.3) 17 (32.7) 

0.035* Overweight 100 (81.3) 23 (18.7) 

Obesity 82 (67.8) 39 (32.2) 

Tumour size 

T1 35 (85.4) 6 (14.6) 

0.001* 
T2 123 (80.4)  30 (19.6) 

T3 56 (63.6) 32 (36.4) 

T4 8 (40) 12 (60) 

Tumour necrosis 
No 154 (81.9) 34 (18.1) 

0.001* 
Yes 68 (59.6) 46 (40.4) 

ER  
Negative 54 (57.4) 40 (42.6) 

0.001* 
Positive 168 (80.8) 40 (19.2) 

PR  
Negative 68 (64.8) 37 (35.2) 

0.012* 
Positive 154 (78.2) 43 (21.8) 

C-erb B2 (Her2) 
Negative 111 (79.3) 29 (20.7) 

0.034* 
Positive 111 (68.5) 51 (31.5) 

Number of lymph nodes 
 

18.37 ± 7.61 17.77 ± 7.78 0.549** 

Number of metastatic 

lymph nodes 

0-3 LNm 67 (84.8) 12 (15.2) 

0.009* 4-9 LNm 94 (73.4) 34 (26.6) 

10+ LNm 61 (64.2) 34 (35.8) 

LVI  
LVI (-) 51 (87.9) 7 (12.1) 

0.009*** 
LVI (+) 171 (70.1) 73 (29.9) 

Ki-67 Proliferation 
Ki-67 ≤14% 80 (80.8) 19 (19.2) 

0.045* 
Ki-67 >14% 142 (70) 61 (30) 

Chemotherapy 
No 14 (66.7) 7 (33.3) 

0.631*** 
Yes 208 (74) 73 (26) 

Radiotherapy 
No 63 (70.8) 26 (29.2) 

0.488* 
Yes 159 (74.6) 54 (25.4) 

Hormonotherapy 
No 68 (57.1) 51 (42.9) 

0.001* 
Yes 154 (84.2) 29 (15.8) 

 

*Pearson chi-square test; **Independent Student t-test; ***Yates continuity correction; ****Fisher exact chi-square test; BMI: Body mass index; ER: Estrogen; 

PR: Progesterone; LVI: Lymphovascular invasion. 
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TABLE 4: Model performance metrics for the real data set. 
 

    

Methods 
  

Optimum approaches 
D1   F1    MCC1   AUC1   DP1   

    D2   F2   MCC2   AUC2   DP2 

SVM Radial Basis 

c1=4.  

Ɣ1=0.029 

 

0.93 
 

0.96 
 

0.83 
 

0.98 
 

1.49 
 

  

c2=2.  

Ɣ2=0.034 
  0.8   0.87   0.22   0.89   0.52 

RF 

mtry=3. 0.82 
 

0.88 
 

0.48 
 

0.83 
 

0.65 
 

ntree=100   0.77   0.86   0.14   0.7   0.45 

ANN 
Hyperbolic 

Tangent 

S1=6.  

De1=0.4  
0.75 

 
0.85 

 
0.23 

 
0.82 

 
0.39 

 

  
S2=4.  

De2=0.4 
  0.77   0.86   0.18   0.84   0.4 

 

SVM: Support vector machine; RF: Random forest; ANN: Artificial neural network; AUC: Area under the curve; 1Training set; 2Test set; D: Accuracy;  

F: F-measure; MCC: Matthews correlation coefficient; DP: Discriminant power; c, Ɣ: Hyperparameters for SVM; S: Size; De: Decay.  

  

 

According to the various risk rates in the dependent (target) variable (0.2-0.4-0.6-0.8), mostly the best 

performance results were obtained from the SVM model between 60% and 80%. It was observed that the 

performance of SVM was higher in the artificial data set where structures of variable were very similar (all 

variables comprise 0-1). Therefore, successful result was obtained from the SVM method for all types of in-

dependent variables, regardless of the rate in the dependent variable. It was seen that successful results were 

obtained from RF method only when the rate of the risky situation was very high and low (0.80-0.20), and 

when the number of observation and variables increased. All the results of the simulation data are given in 

Appendix Table 1, Table 2, Table 3, Table 4. When the results obtained from both the real data set and the 

simulation datasets were evaluated together, it was understood that the SVM model was a very successful 

ML technique for binary classifiers. The reason for testing the difference in training-test sets accuracy (∆D) 

was that this difference can provide information about the performance of the model. In other words, as seen 

in Table 5, the smaller the (∆D) value or the greater the p value obtained from the test result, the higher the 

performance of the model. However, it was thought that more ML techniques and more simulations were 

needed to be able to say this clearly. 

The rank order of importance of prognostic factors affecting survival was determined by the SVM 

method, which was the most performing model (Figure 1). According to these results, it was understood that 

the prognostic factors that had the most impact on survival were tumour size, ER hormone receptor and age 

(considering that hormonotherapy is the treatment method). The variables that contribute the least to the 

classification were gender, number of lymph nodes and chemotherapy. The fact that almost every patient re-

ceived chemotherapy, which was a routine treatment, negatively affected its importance. 
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TABLE 5: Methods with the highest performance according to different rates in simulation data. 

Sample size 
Number of ML Hyperparameters D1 

 ∆D p 
PPV1   F1   

variable methods     D2   PPV 2   F2 

The rate of the risky situation in the dependent variable was about 20% 

N=500 

p=15 SVM 

c1=0.25. 
0.8 

 
0.004 0.861 

0.8 
 

0.89 
 Ɣ1=0.040 

c2=0.25. 

 
0.8 

 
0.8 

 
0.89 

Ɣ2=0.043 

p=25 SVM 

c1=2. 
0.8 

 
-0.0019 0.001 

0.8 
 

0.89 
 Ɣ1=0.022 

c2=0.25. 

 
0.8 

 
0.8 

 
0.89 

Ɣ2=0.021 

p=35 SVM 

c1=0.25. 
0.79 

 
-0.001 0.809 

0.79 
 

0.89 
 Ɣ1=0.015 

c2=0.25. 

 
0.8 

 
0.8 

 
0.89 

Ɣ2=0.015 

N=1000 

p=15 SVM 

c1=0.25. 
0.8   

-0.0011 0.006 

0.8   0.89   
Ɣ1=0.040 

c2=0.25. 

 
0.8 

 
0.8 

 
0.89 

Ɣ2=0.041 

p=25 SVM 

c1=2. 
0.8 

 
-0.0013 0.012 

0.8 
 

0.89 
 Ɣ1=0.022 

c2=0.25. 

 
0.8 

 
0.8 

 
0.89 

Ɣ2=0.021 

p=35 RF 
mtry=3 0.8 

 0.0002 0.428 
1 

 
0.89 

 
ntree=100   0.8   0.99   0.48 

 The rate of the risky situation in the dependent variable was about 40% 

N=500 

p=15 SVM 

c1=0.25. 
0.63 

 
0.0347 0.008 

0.62 
 

0.76 
 Ɣ1=0.039 

c2=0.1. 

 
0.59 

 
0.6 

 
0.74 

Ɣ2=0.040 

p=25 SVM 

c1=0.25. 
0.62 

 
0.0314 0.018 

0.62 
 

0.76 
 Ɣ1=0.023 

c2=0.25. 

 
0.59 

 
0.6 

 
0.74 

Ɣ2=0.022 

p=35 SVM 

c1=0.25. 
0.65 

 
0.0479 0.014 

0.64 
 

0.78 
 Ɣ1=0.015 

c2=0.25. 

 
0.6 

 
0.6 

 
0.74 

Ɣ2=0.015 

N=1000 

p=15 SVM 

c1=0.25. 
0.61   

0.009 0.049 

0.6   0.75   
Ɣ1=0.040 

c2=4. 

 
0.6 

 
0.6 

 
0.75 

Ɣ2=0.037 

p=25 SVM 

c1=0.25. 
0.62 

 
0.0148 0.007 

0.61 
 

0.76 
 Ɣ1=0.022 

c2=0.25. 

 
0.6 

 
0.6 

 
0.75 

Ɣ2=0.023 

p=35 SVM 

c1=0.25. 
0.61 

 
0.0107 0.045 

0.6 
 

0.75 
 Ɣ1=0.015 

c2=0.25. 

 
0.59 

 
0.6 

 
0.75 

Ɣ2=0.014 



 

Emre DİRİCAN et al. Turkiye Klinikleri J Biostat. 2021;13(3):236-51 

 

 244 

The rate of the risky situation in the dependent variable was about 60% 
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0.42 
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0.0279 0.07 

0.98 
 

0.54 
 Ɣ1=0.015 
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0.39 
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0.21 
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The rate of the risky situation in the dependent variable was about 80% 
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ML: Machine learning; SVM: Support vector machine; RF: Random forest; 1Training set; 2Test set; D: Accuracy; p: Number of independent variables;  

∆D: Mean of the accuracy difference; p: One sample t-test significance, PPV: Positive predictive value; F: F-measure; !: Non-calculable value;  

c, Ɣ: Hyperparameters for SVM. 
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FIGURE 1: Rank order of importance of variables in support vector machine. 

HT: Hormonotherapy; ER: Estrogen; LVI: Lymphovascular invasion; PR: Progesterone; BMI: Body mass index; RTx: Radiotherapy; CTx: Chemotherapy. 

 

 

    DISCUSSION 

In this study, three ML methods divided into 12 sub-units were compared with five metrics for the actual 

data set and four metrics (with ∆D) for the simulation data. The highest classification accuracy (80%) for test 

data in the real data set was obtained from SVM with radial-basis. In the simulation data, while the highest 

classification accuracy was obtained from SVM in general, successful results were rarely seen in the RF 

method. 

Chao et al. used seven independent variables in the survival classification for breast cancer in their 

study.
29

 In the breast cancer survival classification study; tumor size, age, radiotherapy, number of lymph 

nodes, metastatic lymph nodes, pathological staging and chemotherapy variables were used. They stated that 

the most important prognostic factors among these variables are tumor size, metastatic lymph nodes and 

pathological staging. In our study, tumor size was found to be one of the most important variables for sur-

vival, and the significance of metastatic lymph nodes was moderate. Pathological staging variable was not 

included in our study. In the study, they used SVM, logistic regression and decision trees, and presented the 

results in the form of training and test set accuracy. According to the analysis results, it was seen that high 

classification accuracy was obtained from SVM. In another survival study in which patients with IDC were 

used as a data set, logistic regression and alternating decision trees (ADTree) were used. Methods were 

compared according to accuracy and AUC metric.
30

 

Park et al. demonstrated the classifiability of survival with prognostic factors in breast cancer patients 

using ANN, SVM and semi-supervised learning methods with 16 independent variables. They suggested us-

ing a model that bridges the domains of learning theory and medicine to aid medical specialists in independ-

ent variables selection when building a predictive model for medical domain.
31

 In another study, Ganggayah 

et al. demonstrated the classifiability of survival of breast cancer patients by prognostic factors using seven 

ML methods and 23 independent variables (highest accuracy obtained with SVM). In their studies, excluding 

cancer stage, the four most important variables determined by the RF method were tumor size, number of 

lymph nodes, treatment type and lymph node status (metastatic lymph nodes). Similarities were found with 

our study in terms of the rank order of importance of the variables.
32
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APPENDIX TABLE 1: The rate of the risky situation in the dependent variable was about 20%. 
 

 
Number of 

 
D1 

 ∆D p 
PPV1 

 
F1 

 

 
variable 

  
D2 

 
PPV2 

 
F2 

N=500 

p=15 

SVM 
0.8004 

 0.0040 0.861 
0.8000 

 
0.8886 

 

 
0.8000 

 
0.8000 

 
0.8882 

RF 
0.7933 

 0.0034 0.116 
0.9914 

 
0.8844 

 

 
0.7899 

 
0.9842 

 
0.8819 

ANN 
0.9064 

 0.1745 0.001 
0.9061 

 
0.9460 

 

 
0.7319 

 
0.7982 

 
0.8399 

p=25 

SVM 
0.7981 

 -0.0019 0.001 
0.7981 

 
0.8876 

 

 
0.7998 

 
0.7998 

 
0.8887 

RF 
0.7931 

 0.0025 0.014 
0.9974 

 
0.8845 

 

 
0.7906 

 
0.9937 

 
0.8828 

ANN 
0.9221 

 0.1811 0.001 
0.9200 

 
0.9558 

 

 
0.7410 

 
0.8024 

 
0.8456 

p=35 

SVM 
0.7943 

 -0.0010 0.809 
0.7943 

 
0.8853 

 

 
0.7954 

 
0.7954 

 
0.8859 

RF 
0.7913 

 -0.0160 0.517 
0.9979 

 
0.8833 

 

 
0.7930 

 
0.9950 

 
0.8843 

ANN 
0.9304 

 0.1826 0.001 
0.9330 

 
0.9602 

 

 
0.7477 

 
0.8085 

 
0.8507 

N=1000 

p=15 

SVM 
0.7999 

 -0.0011 0.006 
0.7997 

 
0.8886 

 

 
0.8003 

 
0.8003 

 
0.8890 

RF 
0.7931 

 0.0051 0.001 
0.9942 

 
0.8845 

 

 
0.7880 

 
0.9880 

 
0.8813 

ANN 
0.8542 

 0.1053 0.001 
0.8580 

 
0.9159 

 

 
0.7489 

 
0.8045 

 
0.8513 

p=25 

SVM 
0.8026 

 -0.0013 0.012 
0.8026 

 
0.8904 

 

 
0.8040 

 
0.8040 

 
0.8912 

RF 
0.8052 

 0.0039 0.239 
0.9992 

 
0.8920 

 

 
0.8012 

 
0.9980 

 
0.8894 

ANN 
0.9061 

 0.1823 0.001 
0.9079 

 
0.9446 

 

 
0.7237 

 
0.8015 

 
0.8335 

p=35 

SVM 
0.7966 

 0.0030 0.346 
0.7992 

 
0.8883 

 

 
0.7936 

 
0.7995 

 
0.8884 

RF 
0.8007 

 0.0002 0.428 
0.9999 

 
0.8893 

 

 
0.8041 

 
0.9866 

 
0.4811 

ANN 
0.9309 

 0.2043 0.001 
0.9417 

 
0.9589 

 

 
0.7265 

 
0.8025 

 
0.8359 

 

SVM: Support vector machine; RF: Random forest; ANN: Artificial neural network; 1Training set; 2Test set; D: Accuracy, p: Number of independent vari-

ables, ∆D: Mean of the accuracy difference, p: One sample t-test significance, PPV: Positive predictive value, F: F-measure.  
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APPENDIX TABLE 2: The rate of the risky situation in the dependent variable was about 40%. 
 

 
Number of 

 
D1 

 ∆D p 
PPV1 

 
F1 

 

 
variable 

  
D2 

 
PPV2 

 
F2 

N=500 

p=15 

SVM 
0.6265 

 0.0347 0.008 
0.6223 

 
0.7642 

 

 
0.5917 

 
0.5988 

 
0.7407 

RF 
0.5459 

 -0.0016 0.867 
0.7767 

 
0.6671 

 

 
0.5476 

 
0.7599 

 
0.6630 

ANN 
0.7778 

 0.2405 0.001 
0.7843 

 
0.8322 

 

 
0.5372 

 
0.5982 

 
0.6317 

p=25 

SVM 
0.6237 

 0.0314 0.018 
0.6166 

 
0.7605 

 

 
0.5923 

 
0.5969 

 
0.7391 

RF 
0.5610 

 0.0025 0.745 
0.8213 

 
0.6865 

 

 
0.5585 

 
0.7946 

 
0.6769 

ANN 
0.8731 

 0.3516 0.001 
0.8796 

 
0.9003 

 

 
0.5215 

 
0.5945 

 
0.6155 

p=35 

SVM 
0.6456 

 0.0479 0.014 
0.6434 

 
0.7794 

 

 
0.5977 

 
0.5999 

 
0.7434 

RF 
0.5654 

 0.1060 0.155 
0.8449 

 
0.6973 

 

 
0.5547 

 
0.8232 

 
0.6875 

ANN 
0.9312 

 0.4124 0.001 
0.9384 

 
0.9435 

 

 
0.5188 

 
0.5979 

 
0.5980 

N=1000 

p=15 

SVM 
0.6062 

 0.0090 0.049 
0.6024 

 
0.7508 

 

 
0.5971 

 
0.5987 

 
0.7453 

RF 
0.5616 

 0.0154 0.001 
0.8335 

 
0.6945 

 

 
0.5461 

 
0.7846 

 
0.6746 

ANN 
0.7276 

 0.1857 0.001 
0.8335 

 
0.7936 

 

 
0.5419 

 
0.7846 

 
0.6472 

p=25 

SVM 
0.6158 

 0.0148 0.007 
0.6109 

 
0.7580 

 

 
0.6009 

 
0.6016 

 
0.7495 

RF 
0.5692 

 0.0066 0.049 
0.8751 

 
0.7074 

 

 
0.5625 

 
0.8400 

 
0.6950 

ANN 
0.8378 

 0.3205 0.001 
0.8397 

 
0.8720 

 

 
0.5173 

 
0.5934 

 
0.6081 

p=35 

SVM 
0.6056 

 0.0107 0.045 
0.6019 

 
0.7512 

 

 
0.5949 

 
0.5957 

 
0.7452 

RF 
0.5857 

 0.0025 0.380 
0.9111 

 
0.7257 

 

 
0.5831 

 
0.8881 

 
0.7193 

ANN 
0.8670 

 0.3345 0.001 
0.8785 

 
0.8916 

 

 
0.5324 

 
0.6135 

 
0.6223 

 

SVM: Support vector machine; RF: Random forest; ANN: Artificial neural network; 1Training set; 2Test set; D: Accuracy; ∆D: Mean of the accuracy difference; 

p: One sample t-test significance; PPV: Positive predictive value; F: F-measure. 
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APPENDIX TABLE 3: The rate of the risky situation in the dependent variable was about 60%. 
 

 
Number of 

 
D1 

 ∆D p 
PPV1 

 
F1 

 

 
variable 

  
D2 

 
PPV2 

 
F2 

N=500 

p=15 

SVM 
0.6616 

 0.0712 0.001 
0.9420 

 
0.5002 

 

 
0.5904 

 
0.3105 

 
0.2221 

RF 
0.5624 

 -0.0014 0.926 
0.2230 

 
0.2930 

 

 
0.5638 

 
0.2396 

 
0.2970 

ANN 
0.7939 

 0.2689 0.001 
0.7742 

 
0.7071 

 

 
0.5249 

 
0.3885 

 
0.3570 

p=25 

SVM 
0.6080 

 0.0047 0.394 
0.9792 

 
0.1998 

 

 
0.6034 

 
0.4167 

 
0.2326 

RF 
0.5693 

 0.0050 0.480 
0.1660 

 
0.2261 

 

 
0.5643 

 
0.1726 

 
0.2311 

ANN 
0.9162 

 0.4120 0.001 
0.9167 

 
0.8993 

 

 
0.5042 

 
0.3851 

 
0.3696 

p=35 

SVM 
0.6285 

 0.0279 0.070 
0.9804 

 
0.5390 

 

 
0.6007 

 
0.3900 

 
0.2980 

RF 
0.5632 

 0.0012 0.882 
0.1391 

 
0.1975 

 

 
0.5620 

 
0.1651 

 
0.2235 

ANN 
0.9394 

 0.4145 0.001 
0.9413 

 
0.9188 

 

 
0.5249 

 
0.4014 

 
0.3914 

N=1000 

p=15 

SVM 
0.6004 

 0.0112 0.036 
0.8956 

 
0.2037 

 

 
0.5892 

 
0.2071 

 
0.0426 

RF 
0.5631 

 0.0044 0.560 
0.1486 

 
0.2101 

 

 
0.5587 

 
0.2033 

 
0.2654 

ANN 
0.7276 

 0.1872 0.001 
0.6972 

 
0.5869 

 

 
0.5405 

 
0.3978 

 
0.3295 

p=25 

SVM 
0.6040 

 0.0065 0.227 
0.9691 

 
0.2211 

 

 
0.5975 

 
0.3704 

 
0.2260 

RF 
0.5735 

 -0.0037 0.518 
0.1166 

 
0.1766 

 

 
0.5772 

 
0.1483 

 
0.2110 

ANN 
0.8838 

 0.3646 0.001 
0.8884 

 
0.8557 

 

 
0.5192 

 
0.3815 

 
0.3653 

p=35 

SVM 
0.6218 

 0.0224 0.168 
0.9828 

 
0.4539 

 

 
0.5994 

 
0.2238 

 
0.3947 

RF 
0.5752 

 0.0084 0.022 
0.1051 

 
0.1638 

 

 
0.5667 

 
0.1373 

 
0.2006 

ANN 
0.8881 

 0.3449 0.001 
0.8837 

 
0.8546 

 

 
0.5432 

 
0.4217 

 
0.4086 

 

SVM: Support vector machine; RF: Random forest; ANN: Artificial neural network; 1Training set; 2Test set; D: Accuracy; ∆D: Mean of the accuracy difference; 

p: One sample t-test significance; PPV: Positive predictive value; F: F-measure. 
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APPENDIX TABLE 4: The rate of the risky situation in the dependent variable was about 80%. 
 

 
Number of 

 
D1 

 ∆D p 
PPV1 

 
F1 

 

 
variable 

  
D2 

 
PPV2 

 
F2 

 

 N=500 

p=15 

SVM 
0.8002 

 0.0000 0.985 
1.0000 

 
0.3664 

 

 
0.8002 

 
0.0000 

 
! 

RF 
0.7961 

 0.0016 0.693 
0.0121 

 
0.0499 

 

 
0.7945 

 
0.0053 

 
0.0785 

ANN 
0.8863 

 0.1439 0.001 
0.8809 

 
0.6544 

 

 
0.7423 

 
0.1946 

 
0.1347 

p=25 

SVM 
0.8022 

 -0.0006 0.777 
1.0000 

 
0.4444 

 

 
0.8028 

 
! 

 
! 

RF 
0.8004 

 -0.0007 0.431 
0.0009 

 
0.0286 

 

 
0.8012 

 
! 

 
! 

ANN 
0.9388 

 0.1972 0.001 
0.9830 

 
0.9082 

 

 
0.7416 

 
0.1894 

 
0.1368 

p=35 

SVM 
0.8004 

 -0.0058 0.063 
1.0000 

 
0.3902 

 

 
0.8063 

 
! 

 
! 

RF 
0.8024 

 0.0001 0.910 
0.0019 

 
0.0273 

 

 
0.8023 

 
! 

 
! 

ANN 
0.9448 

 0.1976 0.001 
0.9983 

 
0.9633 

 

 
0.7472 

 
0.2027 

 
0.1697 

 

 N=1000 

p=15 

SVM 
0.8018 

 -0.0011 0.001 
1.0000 

 
0.0676 

 

 
0.8029 

 
! 

 
! 

RF 
0.7940 

 0.0047 0.002 
0.0049 

 
0.0242 

 

 
0.7894 

 
0.0083 

 
0.0438 

ANN 
0.8497 

 0.1071 0.001 
0.8513 

 
0.5137 

 

 
0.7426 

 
0.1456 

 
0.1156 

p=25 

SVM 
0.8003 

 -0.0016 0.001 
! 

 
! 

 

 
0.8019 

 
! 

 
! 

RF 
0.8004 

 0.0003 0.592 
0.0010 

 
0.0142 

 

 
0.8002 

 
0.0012 

 
0.0351 

ANN 
0.9047 

 0.1849 0.001 
0.8949 

 
0.7497 

 

 
0.7198 

 
0.1906 

 
0.1663 

p=35 

SVM 
0.7978 

 -0.0012 0.001 
! 

 
! 

 

 
0.7991 

 
! 

 
! 

RF 
0.8027 

 0.0033 0.415 
! 

 
0.0137 

 

 
0.7994 

 
! 

 
! 

ANN 
0.9259 

 0.1988 0.001 
0.9659 

 
0.8857 

 

 
0.7272 

 
0.1982 

 
0.1697 

 

SVM: Support vector machine; RF: Random forest; ANN: Artificial neural network; 1Training set; 2Test set; D: Accuracy; ∆D: Mean of the accuracy difference; 

p: One sample t-test significance; PPV: Positive predictive value; F: F-measure; !: Non-calculable value. 
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Khondoker et al. used RF, SVM, Linear Discriminant Analysis (LDA) and k-Nearest Neighbor (kNN) 

methods both in the simulation of the real data set and in the fully simulated data sets (obtained using the 

poisson distribution).
33

 They compared the methods according to classification error, sensitivity and specific-

ity metrics. As a general result, they suggested LDA when p/n<0.5 (where p indicates the number of vari-

ables and n was the sample size) in the highly correlated data set. However, when p/n≥0.5, they suggested 

radial basis SVM without mentioning the correlation. They reported that all four methods in the study (ex-

cluding RF) performed better at high correlation. 

Kate and Nadig used 16 independent variables for survival classification in their study.
34

 In the study, 

they used ML methods such as naive bayes, logistic regression and decision trees, and evaluated the results 

according to the AUC metric. They stated that the most successful performance was obtained from the naive 

bayes method. 

Engelhardt et al. obtained a larger data set with multivariate normal distribution by simulating a small 

data set.
35

 After this, they compared these data sets with LDA, Quadratic Linear Discriminant Analysis, Pe-

nalized Discriminant Analysis (PDA), RF, classification and regression trees, ANN and kNN methods, ac-

cording to the misclassification (error rate) rate. They reached the conclusion that the lowest misclassifica-

tion rate is in PDA. 

    CONCLUSION 

In the real data set, it was observed that most of the determined independent variables (prognostic factors 

and treatment methods) were effective in the classification. Therefore, it was concluded that these variables 

are important for the survival of IDC stage III patients. However, it is thought that higher performance re-

sults will be achieved when more variables that are thought to affect survival are classified using SVM 

method. In addition, SVM was found to be a high performance model in artificial data sets designed for dif-

ferent rates and number of observations. It was concluded that SVM has higher classification accuracy and 

performance metrics than other methods (RF and ANN) in binary classification of both real and artificial 

data sets.  
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