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Configural Frequency Analysis as
A Statistical Tool: Review

Istatistiksel Bir Arac Olarak
Konfigiiral Frekans Analizi

ABSTRACT Configural Frequency Analysis (CFA) is a method for cell-wise testing in contingency
tables whether some model is contradicted. The original idea that lead to CFA is that the cell fre-
quencies in contingency tables can not only be used to evaluate statements about the association
structure of the variables that span the table, but are worthy of consideration in their own right. CFA
is a method that allows researchers to identify patterns (configurations) of variable categories that
occur more often or less often than expected based on some chance model. Each cell in this cross-
classification is described by a profile of variable categories. These profiles are called configurations.
CFA relates individual observed cell frequencies to their expected counterparts, thereby looking for
surprising, that is, statistically significant deviations. When a cross-classification cell contains more
cases than expected according to some base model, it is said to constitute a CFA “type”. When there
are fewer cases than expected, a cell is said to constitute a CFA “antitype”. Using CFA, researchers
inspect either each configuration in this cross-classification or an a priori specified selection of con-
figurations. A large number of tests has been introduced for CFA which differ in power, in their ca-
pabilities to detect types and antitypes. Lehmacher’s test always has more power than the other tests.
The aim of this study is to provide an introductory review for CFA, a method of categorical data
analysis originally introduced as a heuristic method the so-called CFA recently has been developed
into an inferential method.

Key Words: Frequency analysis; contingency tables; cross-classification; categorical data analysis;
discrete multivariate analysis

OZET Konfigiiral Frekans Analizi (KFA) capraz tablolardaki gozelerde celiski olup olmadigini test etmek
i¢in kullanilan hiicre tabanh bir yontemdir. Yontemin orijinal fikri, ¢apraz tablolardaki hiicre frekanslarinin
sadece tabloda yer alan degiskenlerin ortak yapilar1 hakkinda degerlendirme yapmak amaciyla kullanilmas:
degil bunun yaninda her bir hiicrenin kendi bagina dikkate ahnmasinin degerliligidir. KFA arastirmacilara,
baz1 sans modeline dayali ortaya ¢ikan degisken kategorilerine ait desenlerin (konfigiirasyonlarin) bekle-
nenden daha sik ya da daha az siklikta olup olmadiklarimi tanimlamak i¢in izin veren bir yéntemdir. Capraz
siiflandirmadaki her bir hiicre, degisken kategorilerinin bir profili tarafindan tanimlanmaktadir. Bu profil-
ler konfigiirasyon olarak isimlendirilmektedir. KFA her bir hiicredeki gozlenen ve beklenen frekanslar ile
ayr ayn ilgilenmekte, dolayisiyla her bir hiicre igin istatistiksel olarak anlamh sapmalar aramaktadir. Cap-
raz siiflandirma tablosunun bir hiicresinde gozlenen frekans, beklenen frekanstan fazla ise bu durum
“type” olarak gozlenen frekans beklenen frekanstan az ise bu durum “antitype” olarak ifade edilir. KFA kul-
lanarak, aragtirmacilar capraz simiflandirmaki her bir konfigiirasyonu ya inceler ya da énceden belirlenmis
konfigiirasyonlar secer. KFA icin her bir hiicreyi “type” veya “antitype” olarak belirleme yetenekleri ba-
kimindan farkh giiglere sahip ¢ok sayida yontem onerilmistir. Lehmacher testinin diger testlere gore her
zaman daha giiclii oldugu ifade edilmektedir. Bu ¢aligmanin amaci, baglangicta sezgisel bir yontem olarak
ileri siiriilen, son zamanlarda ise ¢ikarimsal bir yontem haline gelmis olan ve kategorik veri analizinde kul-
lanilan KFA yénteminin tanitilmasidir.

Anahtar Kelimeler: Frekans analizi; capraz tablo; capraz siniflandirma; kategorik veri analizi;
kesikli cok degiskenli analiz
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he empirical investigation of causal rela-

tionships typically requires knowledge

about where cause-effect relationships
might exist. If this konowledge is not available,
researchers have no statistical methods at their
disposal. Usage of Configural Frequency Analysis
(CFA) was proposed as a searching device for the
identification of possible causal relationships.! To
track the complex intervention pathways, rigor-
ous yet flexible assesment and evaluation meth-
ods captured multicomponenet and dynamic
community trends. CFA examines the level of
key resources in communities and how they are
arranged. CFA can identify potential differences
in communities because it allows for a case ori-
ented, as opposed to variable oriented, approach
to analyzing community level data. Variable ori-
ented analyses seek to explain associations be-
tween variables across communities, whereas
case oriented analyses can identify clusters of
communities having different levels of variables.
CFA is similar to cluster analysis and latent
growth curve analysis in that it can detect con-
figurations of cases that deviate from what is ex-
pected. These deviations are the result of a sys-
tem that “pushes” certain cases in a direction
away from the general pattern. CFA provides a
way to identify community patterns that may be

associated with different underlying systems.?

The aim of this study is to provide an intro-
ductory review for CFA, a method of categorical
data analysis originally introduced as a heuristic
method the so-called CFA recently has been de-
veloped into an inferential method.

In empirical sciences, many data are categor-
ical, that is nominal or ordinal in nature. The
states of categorical variables are mutually exclu-
sive. Therefore, every individual can be assigned
to only one state per variable at a time. When
two or more categorical variables are measured
they can be cross-classified so that every variable

may be observed under every state of every other

variable.? CFA is a multivariate statistical method
for the analysis of cross-classifications that can be
used in a wide range of multivariate experimental
designs. CFA allows researchers to identify pat-
terns of categories that contradict expectations
from CFA specific base models. Many base mod-
els of CFA use methods of estimation known
from log-linear modeling. These methods yield
parameter estimates and expected cell frequen-
cies that can be trusted only if the ratio of sample
size to number of cells is reasonably large. In ad-
dition, the cell-wise tests typically employed in
CFA can be trusted only if the expected cell fre-
quency is sufficiently large.*

CFA is a method for the analysis of bivariate
or multivariate cross-classifications of categorical
variables. In contrast to such methods as log-
linear modeling, which express results mostly in
terms of relationships among variables, CFA al-
lows one to look for effects at the level of indi-
vidual cells, or groups of cells, in a table. The pat-
terns of categories that define a cell, that is, the
cell indices, are called configurations.>

In the garden of classification methods, CFA
plays a particular role. In contrast to such meth-
ods as cluster analysis or latent class analysis,
both of which create a priori unknown groups
from raw data, CFA asks whether clusters of ex-
isting groups contain more or fewer cases than
expected. CFA shares the characteristic of analyz-
ing existing groups with discriminant analysis
and with logistic regression. However, in contrast
to these two methods, the typical application of
CFA is exploratory in nature, as is the case for

many other methods of classification.®

The CFA is a test procedure for the analysis
of multidimensional contingency tables. It com-
putes the probability of whether a given pattern
could be expected to occur by chance, according
to the margin frequency distributions of the bi-
nary variables A, B, and C pattern, or whether it

is significant, i.e., overrepresented, for a given
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stage. If more than 1 pattern becomes significant
for a given stage, this suggests that the stage con-
tains different identifiable substages. The CFA
allows one to define types, by a statistical proba-
bility above the chosen level of significance, as
well as antitypes, which occur less frequently

than expected by chance.”

CFA is a well established simple analysis
technique used for detection of syndromes in
psychology and medicine. The identification of
types or syndromes in contingency tables is a fre-
quent and important problem in psychology and
medicine. CFA is widely used for this purpose.
Krauth and Lienert (1973) propose to test
cellwise the null hypothesis of local independ-
ence, i.e. testing cell by cell the residuals of the
model of total independence against zero.® Apart
from using a purely descriptive approach, several
variants of binomial and hypergeometrical as
well as y? statistics have been used to test if the
configurations of parameter values occur more
(or less) frequently than expected by chance
alone. The applications of this method can be
used in various sciences. For most variants of
CFA tests, the configurations of inputs cannot be
tested completely independent from each other

while the test statistics are estimated only.’

CFA is a widely used methods of explorative
data analysis. It tries to detect patterns in the data
that occur significantly more or significantly less
often than expected by chance. Patterns which
occur more often than expected by chance are
called CFA types, while those which occur less of-
ten than expected by chance are called CFA anti-
types. CFA types and antitypes are defined sym-
metrically, but in practical applications of CFA,
researchers are mainly interested in detecting CFA
types. For example, in clinical studies the interest
is generally in detecting symptom combinations
which are indicators of a disease. These are by def-
inition symptom combinations which occur more

often than expected by chance, i.e. types.”® The

definition of types by Lienert corresponds to this
concept: Let subjects be characterized by a given
set of attributes (traits) each exhibiting few catego-
ries. A “type” is a pattern (=configuration) of cate-
gories of the attributes which exhibit more sub-
jects than expected (than “normal”); analogously,
an “antitype” is a configuration which exhibits
fewer subjects than expected. This definition
makes only sense if the number of (anti)types is
small compared to the number of possible configu-
rations. Hence, we have to analyse multi-variate
categorical data where the configurations are

nothing else than the set of all possible outcomes.?

CFA has been developed intensively since its
first presentation in 1968 and is now among the
more popular methods of data analysis. One of
the reasons for the increasing popularity of CFA
is that the results of this method of data analysis
are deemed easy to interpret. CFA is performed
in five steps. The first step involves selecting a
base model. The second step of CFA involves the
selection of a concept of deviation from inde-
pendence. The third step involves the selection of
a significance test. The fourth step involves esti-
mating (or determining) the expected cell fre-
quencies, performing the significance tests, and
identifying those configurations that constitute
types or antitypes. The fifth step involves inter-
preting types and antitypes.®

Among the advantages of CFA often men-

tioned are:!°

- it can be used in a wide range of multi-

variate experimental designs,

- it requires only variables on a nominal

scale level,

it is distribution-free,

- itis extremely easy to compute,

- it allows a profile-oriented analysis, i.e.
the unit of analysis is the profile (configuration)

of all observed values of a person.
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Further, CFA aims at identification of out-
standing cells of multivariate cross classifications
instead of fitting a model. It seeks to identify pat-
terns that stand out as more frequent or less fre-
quent than expected by chance. Another ad-
vantage is that unlike many other methods, CFA
does not use a similarity or distance measure to
identify types, but takes only types into consider-
ation with identical attribute patterns, which
makes its type definition more accurate than any

other previous type definition."

There has been a large number of tests pro-
posed for use in CFA. The best known of these
tests include the binomial test, the y? component
test, and Lehmacker’s hypergeometric tests. The
best known and most widely used asymptotic test
in CFA is the Pearson y? test. To illustrate appli-
cation of the CFA, consider the following exam-
ple. A researcher investigates the three variables,
A, B, and C. Variable A has I categories. Variable
B has J categories, and variable C has K catego-
ries: that is, we have indexes n; , n;, and n ,
withi=1,..,I,j=1,..,J,and k=1,..,K. For
the cross-tabulation of the three variables A, B,

and C, y? test statistic is as follows;

2
42 = (01 — €3j1e)

€ijk
0;jk: the observed cell frequency for cell ijk of

the cross tabulation,

e;jx: the expected cell frequency for cell ijk of

the cross tabulation,

The expected cell frequency for cell ijk of the
cross-tabulation of A, B, and C is estimated us-
ing
N g

Na-1

where periods

€ijk =

indicate variables summed
across. In other words, n; denotes the frequen-
cy of the ith category of variable A, n ; denotes

the frequency of the jth category of variable B

and n_j denotes the frequency of the kth cate-
gory of variable C. N denotes the sample
size, and d is the number of variables.!? The
null (Hy) and alternative (H;) hypotheses of
total independence of the variables are defined
by, '3

forall
forall

(i,j, k)
(i), k)

Hy = Dijk = Di.PjP.k
Hy = pijk # Pi.DjP.k

— M =M — Nk : -
bi.=7 P.=%y Pk=7 ° marginal prob
abilities,

Dijk: the cell probability for cell ijk of the cross

tabulation.

A well-known test statistic for H, is Pear-
son’s y2. If the y? test for one degree of freedom
suggests that the difference is significant for a
given a level, then

- Configuration is called CFA type if ob-

served value > expected value,

- Configuration is called CFA antitype if

observed value < expected value.

Types indicate that the states that define
the cell under study “go together well” such
that more subjects display this pattern of states
than expected under the assumption of total
independence. Antitypes indicate a conceptual
misfit between the independence assumption
that underlies the estimation of expected fre-
quencies and the data.? If there is no significant
difference between observed value and ex-
pected value, then configuration is neither
a type nor an antitype. Thus, each configura-
tion can in principle have three different
states. It can be a type, an antitype, or
not classified.

The x? approximation to the z-statistic is

calculated as follows:!4
_@w—%d

k= +/ €ijk
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TABLE 1: CFA results for standart normal approximation of the y? test
DUSG 01 €ijic x° Zijic P(Ziji) Type/Antitype*

111 11 10477 0.026 0.161 0.4539

1112 19 7.079 20.071 4.480 0.0000 Type

1113 3 9.345 4308 -2.075 0.0190 Antitype

1121 13 10.814 0.441 0.664 0.2531

1122 9 7.306 0.392 0.626 0.2655

1123 6 9.645 1.377 1173 0.1203

1211 3 7.538 2732 -1.653 0.0492 Antitype

1212 13 5.003 12.273 3.503 0.0002 Type

1213 0 6.723 6.723 -2.593 0.0048 Antitype

1221 4 7.780 1.836 -1.355 0.0877

1222 12 5.256 8.649 2.941 0.0016 Type

1223 1 6.939 5.083 -2.254 0.0121 Antitype

2111 30 31.879 0.110 -0.332 0.3696

2112 14 21540 2639 -1.624 0.0521

2113 44 28.433 8522 2919 0.0018 Type

2121 38 32.902 0.789 0.888 0.1871

2122 11 22.231 5.674 -2.382 0.0086 Antitype

2123 23 29.345 1.372 1471 0.1207

2211 18 22.935 1.062 -1.030 0.1514

2212 9 15.497 2.724 -1.650 0.0494 Antitype

2213 23 20.456 0.316 0.562 0.2869

2221 31 23.671 2.268 1506 0.0660

2022 13 15.994 0.560 -0.748 0.2270

2223 32 21,112 5614 2.369 0.0089 Type

The following example presents a re-
analysis of data published by von Eye (2002).1
In a study on the relationships between the
three psychiatric symptoms Depression (D),
Feeling of Insecurity (U), and Mood Swings (S)
on the one hand and the three psychiatric diag-
noses (G) Cyclothymia (C), Anxiety Neuroticism
(A), and Neurotic Depression (N). 380 inpatients
were diagnosed as either displaying (=1) or not
displaying (=2) a symptom. Each patient had
been diagnosed as falling under C, A or N.
Crossed, these four variables form a 2x2x2x3
contingency table. The complete CFA results
appear in Table 1.

The x? test can be replaced by other
tests, for example, the binomial test or the
hypergeometric test. A standart normal
approximation of the binomial test that can
be applied when Np;j, =10, with p;; =
e;jx/N. The approximation is defined as fol-

lows: 12

where q;jx = 1 — p;jx. The following relationship
holds for degree of freedom = 1: z2(a/2) = x?*(a).

The results obtained from the example for
this method is shown in Table 2.

The Lehmacher’s approximation to the z-

statistic is calculated as follows: 16

L _ (oi,-k - el-,-k)

Pt = Oijk
0 = Npijie[1 = pijie = (N = D (pijic — Pijic)|
ni,_n,j,n_,k
Pijk = —Nd
~ i g kT
_(n D(n 1)(n 1)
Pijk =

(N —-1)¢
The results obtained from the example for
Lehmacher’s test is shown in Table 3.

Anscombe’s z-approximation,”

3 [Oizjf - (eijk - %)2/3]

1/6
2€;

Zijk =

The results obtained from the example for
Anscombe’s test is shown in Table 4.
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TABLE 2: CFA results for standart normal approximation of the binomial test.
DUSG P(Zij1)

fii2 7078 452 0000
o 0514 0674 o0 | ]
s | 6 | aes 1.1 ois | ]

Type/Antitype*

Type
1213 0 6.723 -2.616 0.0044 Antitype
1221 4 7.780 -1.369 0.0854
1222 12 5.256 2.961 0.0015 Type
1223 1 6.939 -2.275 0.0114 Antitype
2111 30 31.879 -0.347 0.3640
2112 14 21.540 1672 0.0472 Antitype
2113 44 28.433 3.035 0.0012 Type
2121 38 32.902 0.929 0.1762
2122 11 22,231 -2.454 0.0070 Antitype
2123 23 29.345 -1.219 0.1113
2211 18 22.935 -1.063 0.1438
2212 9 15.497 -1.685 0.0460 Antitype
2213 23 20.456 0578 0.2816
2201 31 23.671 1.555 0.0599
2222 13 15.994 -0.765 0.2221
2203 32 21.112 2.438 0.0074 Type
a=0.05
TABLE 3: CFA results for standart normal approximation of the Lehmacher’s test.
DUSG 04k €k Dij Dijic o Zf P(zii) Type/Antitype*
7.079 0.0186 0.0183 5.9529 2.002 0.0226 Type
10.814 0.0285 0.0280 8.5787 0.254 0.3994
9.645 0.0254 0.0249 7.7916 -0.467 0.3200
1212 13 5.093 0.0134 0.0131 4.4653 1.770 0.0383 Type
1213 0 6.723 0.0177 0.0174 5.7369 -1.172 0.1206
1221 4 7.780 0.0205 0.0201 6.5179 -0.580 0.2810
1222 12 5.256 0.0138 0.0135 4.5923 1.468 0.0710
1223 1 6.939 0.0183 0.0179 5.8961 -1.007 0.1569
2111 30 31.879 0.0839 0.0831 19.4814 -0.096 0.4616
2112 14 21.540 0.0567 0.0560 14.3834 -0.524 0.3001
2113 44 28.433 0.0748 0.0740 17.9122 0.869 0.1924
2121 38 32.902 0.0866 0.0858 19.8746 0.256 0.3988
2122 1 22.231 0.0585 0.0578 14.6893 -0.764 0.2223
2123 23 29.345 0.0772 0.0764 18.2806 -0.347 0.3643
2211 18 22.935 0.0604 0.0597 15.5974 -0.316 0.3758
2212 9 15.497 0.0408 0.0402 11.3737 -0.571 0.2839
2213 23 20.456 0.0538 0.0532 14.2785 0.178 0.4293
2221 31 23.671 0.0623 0.0616 15.9472 0.459 0.3229
2222 13 15.994 0.0421 0.0415 11.6441 -0.257 0.3985
2223 32 21112 0.0556 0.0549 14.6055 0.745 0.2280
a = 0.05

CFA significance tests are typically applied tails two interrelated problems. The first is the
to each cell of a cross-tabulation. Therefore, the problem of mutual dependence of multiple test of
risk of committing an a-error can be high. In ad- the same data set. The second is the problem of
dition, tests will be dependent. Simultaneous multiple testing. Both problems lead to the alpha
CFA testing of more than one configuration en- level, nominally set at an a priori level, becom-
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TABLE 4: CFA results for standart normal approximation of the Anscombe’s test.
DUSG 01 e zfy, p(zj) Type/Antitype*

111 1 10477 0.211 0.4162
1112 19 7.079 3.779 0.0001 Type |
1113 3 9.345 -2.380 0.0086 Antitype
1121 13 10.814 0.695 0.2435 |
1122 9 7.306 0.666 0.2526
1123 6 9.645 -1.209 0.1132 |
1211 3 7.538 -1.829 0.0337 Antitype
1212 13 5.093 3.011 0.0013 Type
1213 0 6.723 -3.824 0.0001 Antitype
1221 4 7.780 -1.438 0.0751
1222 12 5.256 2596 0.0047 Type
1223 1 6.939 -2.801 0.0025 Antitype
2111 30 31.879 -0.306 0.3795
2112 14 21540 -1.702 0.0444 Antitype
2113 44 28.433 2733 0.0031 Type
2121 38 32.902 0.896 0.1850
2122 11 22.231 2,612 0.0045 Antitype
2123 23 29.345 -1.187 0.1175
2211 18 22.935 -1.036 0.1499
2212 9 15.497 -1.752 0.0399 Antitype
2213 23 20.456 0588 0.2782
2201 31 23.671 1471 0.0705
2022 13 15.994 -0.732 0.2319
2223 32 21.112 2238 0.0126 Type

a = 0.05

ing, in fact, inflated. Many scientest suggest that
the local level alpha should be controlled. There-
fore, various methods of adjusting the signifi-
cance level to these risks have been proposed. Al-
ternative procedures for controlling the local and
the multiple level alphas in simultaneous testing
have been discussed.®> Bonferroni adjustment
seems to be the currently most popular method

of protection.!

I CONCLUSION

A different approach to classification analysis is
taken in CFA. It is a set of methods for analyz-
ing all possible value patterns. Instead of rely-
ing on a method for sorting patterns into
groups according to their similarity, all pat-
terns are studied directly. Each theoretically
possible pattern is called configuration. To car-
ry out a CFA the involved variables have to be
discrete often dichotomized or trichotomized
to make manageable the number of configura-
tions for which the observed frequencies are to

be examined.!8

CFA takes a perspective of data analysis that
differs from the perspective taken by most statis-

tic methods. CFA does not ask whether variables
are associated with each other, interact, or are
predictive of each other. CFA asks whether a par-
ticular pattern of categorical predictor variables
allows one to predict the above or the below ex-
pectancy occurence rate of a particular criterion
pattern.!” For the decision as to whether a cell
constitutes a CFA type or antitype, a number of
tests has been proposed. Each of these tests can
be used to examine individual cells of a cross-
classification. Tests for the examination of groups
of cells have also been proposed. CFA tests are
either exact or asymptotic, and they either can be
used under any sampling scheme or require
product-multinomial sampling. The binomial test
is exact and can be used under any sampling
scheme. The z-test and the y? test are asymptotic
and can also be used under any sampling scheme.
The exact and asymptotic hypergeometric tests
require product-multinomial sampling. These
tests are the most powerful of all current CFA
tests, by far.?0 Lehmacher’s test has the most bal-
anced antitype to type ratio, followed by the z-
test and the y? test. Fach of these tests typically
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detects more types than antitypes when samples
are small, and more antitypes than types when
samples are large. Anscombe’s z-approximation

almost always detects more antitypes than types. types.!”
Lehmacher’s test always has more power than
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