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Investigation of the Methods for
the Comparison of Factor Patterns of
Independent Two Groups:

A Simulation Study

Iki Bagimsiz Grubun Faktdr Yapilarinin
Karsilagtirilmasinda Kullanilan Yontemler:
Bir Simiilasyon Caligmasi

Bahar TASDELEN,? ABSTRACT Objective: In this study, when a scale being applied to two different groups, methods
Semra ERDOGAN @ used to compare factor structures were discussed and the dependencies of these methods on the
Giilhan OREKICI fEMELa sample size, number of variables, and number of factors were investigated with simulation. Mate-

rial and Methods: In this research, different number of variables (10, 20, and 40) and number of fac-
tors extracted (2, 5, 10 and 20) were treated for different sample sizes (50, 100, 200 and 500) with
*a 1000 replicated simulation study. In order to be able to distinguish factors good, the correlations
between variables in the same factor were high (r=0.80), the correlations between variables in dif-
ferent factors were kept as low for each group. Results: Root Mean Square Coefficient (RMS) in-
creases as the number of variables increase, when the number of factors is fixed. We can also see
decreasing in the values of RMS and increasing in the Pearson correlation coefficients with sample
size. Since it is difficult to obtain similar factor structures with excessive factors, correlation coef-
ficient decreases as number of factors increase, when the number of variables is fixed. Conclusion:
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OZET Amag: Bu calismada, bir 6lgek iki farkli grupta uygulanirken faktor yapilarinin karslastiril-
mas1 amactyla kullanilan yontemler ele alinmis ve bu yontemlerin 6rnek genisligi, degisken sayis1
ve faktor sayisina ne derece bagimli oldugu bir simiilasyon ¢alismasiyla incelenmistir. Gereg ve
Yontemler: Caligmada, farkli degisken sayilari (10, 20 ve 40) ve faktor sayilar (2, 5, 10 ve 20) al-
marak farkli 6rneklem biyiiklikleri (50, 100, 200 ve 500) igin veriler iiretilmis ve simiilasyonlar
1000 kez tekrar edilmistir. Her grupta faktorleri iyi ayirt edebilmek amaciyla, ayni faktordeki degi-
skenler aras1 korelasyonlar yiiksek (r=0,80), farkli faktorlerdeki degiskenler arasi korelasyonlar ise
diisiik tutulmugtur. Bulgular: Faktor sayilari sabit iken degisken sayisi arttik¢a kareler ortalamasinin
karekokii (RMS) degeri artmaktadir. Ayrica, 6rneklem biiyiikliigiine bagh olarak Pearson korelas-
yon degerinin arttigi, RMS degerinin de azaldig1 gozlenmektedir. Faktor sayisinin artisi ile benzer
faktor yapilarini elde etmek zor oldugundan, degisken sayisi sabit iken faktor sayis: arttiginda ko-
relasyon katsayisi azalmaktadir. Sonug: Gruplar arasi faktor yapisinin kargilagtirildigy aragtirma-
larda 6rnek genisliginin, degisken sayisinin en az 10 kat1 (n > 10p) olmas: ve degisken sayisinin
ortak faktor sayisinin 2 katindan daha fazla (p > 2f; p=degisken sayisi, f= faktor sayisi) olmasi 6ne-
rilebilir.

Anahtar Kelimeler: Congruence katsayisi; Faktor analizi; Yapisal esitlik modellemesi,
kareler ortalamasinin karekoki
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ost of the epidemiological studies which

have descriptive or analytical require

measurement of qualitative variables
using specific scale. In behavioral sciences, many
variables are not numerical. The satisfaction or at-
titude scales, intelligence and personality tests are
measuring tools which are used to transform per-
ceptual variables to numerical values.

Generally, researchers apply a scale to two or
more populations (cultures) or different time points
and want to evaluate similarities of factor struc-
tures (factorial invariance) by means of factor
analysis.! In addition to validity and reliability
analysis, explanatory factor analysis is used to de-
tect optimal factor structure which explains varia-
tion between the scale points in the first
population. Afterwards, factor structure can be
tested whether it is valid for other populations. In
this situation, confirmatory factor analysis is used
to verify that a scale developed for a population can
be used for other populations. There are so many
methods which have been suggested to compare
factor structures of different samples. In addition
to traditional methods, structural equation model-
ing is popular.?? In confirmatory factor analysis,
Cattel’s similarity index, Pearson correlation coef-
ficient, Congruence coefficient (CC) and root mean
square of factor loadings are commonly used to
compare factor structures. Nesselroade and Baltes
(1970-1971), Korth and Tucker (1975-1979) have
examined the sampling distribution of congruence
coefficients for different numbers of variables and
sample sizes. In 1970, Nesselroad and Baltes carried
out a simulation study reference to the number of
variables and the number of factors to compare fac-
tor structures of two populations and they used
oblique rotation technique to investigate the dis-
tribution of congruence coefficient. Later, Nessel-
roade, Baltes, and Labouvie reanalyzed congruence
coefficients for various sample sizes (50, 100, 200),
the number of variables (15, 30, 45), and the num-
ber of factors extracted (5, 10). The conclusions
showed that the number of variables and the num-
ber of factors were the significant main effects.*
While some researchers have found the Cattel’s
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similarity index to be more reliable than CC, the
others have declared that the Cattel’s index were
not common in the literature.’

In this study, to evaluate similarities of factor
structures when a scale applied to two independ-
ent populations, structural equation models were
examined as well as traditional methods with sim-
ulations. The performances of these methods were
investigated for various sample sizes, the number
of factors, and the number of variables on. The first
purpose of the study is to infer which comparison
methods must be preferred and the second is to in-
vestigate the dependencies of these methods on the
sample size, the number of variables, and the num-
ber of factors.

I MATERIAL AND METHODS

There are so many methods which have been sug-
gested to compare two groups’ factor structures.
These methods are called as Pearson correlation co-
efficient, Root Mean Square (RMS), Coefficient of
congruence (CC) and Structural Equation Models
(SEM).

PEARSON CORRELATION COEFFICIENT

As comparing factor structures of two groups, the
first and the simple method is Pearson correlation
coefficient. The correlation between factor load-
ings of each variable in two groups is computed.
Pearson r correlation value not only determines the
difference in factor loads of two factors but also the
difference reveals the relative importance of factor
loads. It is important to have numerous factors
which have factor load with small values. These
loads with small values would cause the value of
correlation coefficient to increase, in other words
would cause factors to be related with each other.®
Pearson correlation coefficient can be formulated
as Equation 1. Where, x and y are the factor load-
ings of each group.

2 j Vi,
pobJ (1
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ROOT MEAN SQUARE COEFFICIENT (RMS)

The differences between the factor loading in one
group and the other group for each variable are
determined and then the mean of these differ-
ences is calculated. The last, the square root of the
mean is found. This method can be formulated as
Equation 2.7

2

Where, X and Y are the factor loadings of each
group. The value of RMS is between intervals 0-2.
If there is a perfect direction and magnitude match
between two groups, RMS is zero. As the coeffi-
cient departs from zero, the factors of two groups
are less alike.> However, since the value of RMS for
an acceptable agreement between factors was not
known, it was said that the other similarity indexes
as well as RMS should be used to make decision on
factor similarity.

CONGRUENCE OF COEFFICIENT (CC)

Congruence coefficient produced by Burt in 1948 is
defined as the best measure of the similarity be-
tween two configurations. Let’s take two matrices;
X and Y. When the number of rows and columns
are equal to each other, congruence coefficient is
defined. These two matrices are represented as fac-
tor loads or factor indicator. This coefficient meas-
ures the similarity of two matrices. They are
indicated as ¢ or r, and formulated in three differ-
ent ways given below.??

21X, j Vi

bj

3)
i,j i.j

vec{ X vec{y
el o

\/ (vec{X }T vec{X }Xvec{Y}T vec{Y})

.= trace{XY T}
‘ \/trace{XXT }race{YYT} ()

In determination of confidence interval,

Fisher’s Z transform is used for congruence corre-
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lation coefficient and can be formulated as Equa-
tion 6 and 7. Here; log, indicates natural logarithm;
r. indicates congruence coefficient.*’

1+r)
Z, =1 c 6
r = log, (-1 (6)
Z, =05%n (1+r,) @)

~
—

Y

~—

The values of congruence coefficient vary be-
tween -1 (perfect negative similarity) through +1
(perfect positive similarity). A zero value of the con-
gruence coefficient shows that there is no similarity
between two configurations.*>#1°Although the for-
mulation of congruence coefficient is similar to the
formulation of correlation coefficient, the usage
areas and theorical foundations of two coefficients
differ. When the population congruence coefficient
was equal to zero, the sampling distribution of the
congruence coefficient was similar to the sampling
distribution of the correlation coefficient.*

There are different criteria to comment con-
gruence coefficient. Some researchers decided that
congruence coefficient must be 0.85 or above for
the virtually equal factor configurations. The others
defined a 0.80 coefficient of congruence as robust.
Another researcher described congruence coeffi-
cient must be at least 0.70 for agreement.>!'"!3 On
the other hand, Cheung et al. (2003) interpreted
congruence coefficient as satisfactory if it was
greater than or equal to 0.90.

STRUCTURAL EQUATION MODELS (SEM)

In addition to traditional methods, structural equa-
tion models (SEM) can be used as a confirmatory
factor analysis approach. SEM is used to explain
causal relationships between observed and latent
variables (factors). The best known model of struc-
tural equation models, linear structural relation-
ships (LISREL), was introduced by Joreskog and
Sorbom.'*!” Using SEM, the factor loadings of one
group are constrained to be equal to the other
groups and the model fit can be tested by using
some fit indexes such as goodness of fit index (GFI).
GFI should be greater than or equal to 0.90 to ac-
cept the model.’®
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SIMULATION STUDY

In this study, that a scale was applied to two differ-
ent groups and their factor structures were similar,
was assumed. In other words, the factor structures
of two groups were common. The main aim of this
study is to evaluate the performances of structural
equation models as well as traditional methods for
various sample sizes, the number of factors, and the
number of variables. Hence, a 1000 replicated sim-
ulation study was organized for different number of
variables (10, 20, and 40), for different number of
factors extracted (2, 5, 10 and 20) and for different
sample sizes (50, 100, 200 and 500).

Step 1. Firstly, the multivariate normal distrib-
uted data were generated by assuming high corre-
lation (r=0.80) between variables in the same factor
and low correlations among variables in different
factors. The correlations were fixed as r=0.20 among
item responses between factors on each group. A
multivariate normal random data generator MVN, a
SAS Macro downloaded from website (www.sup-
port.sas.com), was used to simulate data assuming
common mean and variance (u=0; 6?=1) for all vari-
ables. The variance-covariance matrix was assumed
equal to correlation matrix, because of the standard
normal distribution and given in the following way
for 10-variable and 2-factor model. The simulation
program was given in Appendix-I.

1

080 1

0.80 080 1

0.80 0.80 0.80 1

0.80 0.80 0.80 0.80 1

020 020 020 020 080 1

020 020 020 020 080 080 1

020 020 020 020 0.80 0.80 0.80 1

020 020 020 020 0.80 0.80 0.80 0.80 1
1020 0.20 0.20 0.20 0.80 0.80 0.80 0.80 0.80 1|

This correlation matrix was also extended to
all number of variables and factors.

Step2. In each group, the factor loadings were
found using principal axis factoring to avoid in-
flated factor loadings.! Varimax rotation technique
was applied to achieve a simpler factor structure
that can be meaningfully interpreted and rotated
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factor loadings were estimated and saved. The cu-

mulative proportions of variance explained were

greater than 60%. For example, the factor loadings

for 10-variable and 2-factor model were found as

in the following way.

Groupl Factor1 0.86 0.86 085 0.79 078 0.0 0.19 028 0.16 031
Factor2 0.13 025 0.14 025 031 086 0.80 078 0.78 0.76

Group2 Factor I 0.88 0.83 0.81 0.77 0.70 025 038 041 -0.18 0.35
Factor2 0.18 022 027 0.14 0.14 0.82 0.74 0.73 0.73 0.69

Step3. RMS, Pearson correlation and congru-
ence coefficients were calculated for each replica-
tion and then average values were obtained.

Step4. GFI values for 1000 replications were
estimated from confirmatory factor analysis and
the averaged value were calculated. The confirma-
tory factor analyses for the correlation matrix of
the second group were done using factor loadings
of the first group. CALIS procedure of SAS 9.1.3
software was used for this process.

I RESULTS

To compare factor structures, the averaged values
of the Pearson correlation coefficient, RMS, CC
and GFI for various combinations of the number of
variables, factors extracted and sample size are pre-
sented in Tables 1, 2 and 3.

The mean change of RMS coefficients for dif-
ferent sample sizes (50, 100, 200, 500) is illustrated
for 10 variables with 2 and 5 factors, 20 variables
with 2, 5 and 10 factors, 40 variables with 2, 5, 10
and 20 factors separately (Figure 1). Similarly, the
mean change of correlation coefficients for differ-
ent sample sizes (50, 100, 200, 500) is illustrated for
10 variables with 2 and 5 factors, 20 variables with
2,5 and 10 factors, 40 variables with 2, 5, 10 and 20
factors separately (Figure 2).

The results found in this study have indicated
that RMS increases as the number of variables in-
crease, when the number of factors is fixed. We
can also see decreasing in the values of RMS and
increasing in the Pearson correlation coefficients
with sample size (Figure 1 and 2). Since it is diffi-
cult to obtain similar factor structures with exces-
sive factors, correlation coefficient decreases as
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TABLE 1: The averaged values of RMS, Pearson correlation coefficient, CC and GFI for various combinations of
the number of factors and sample size for 10 variables.
Number of Factors Sample Size RMS r cc GFI
1 50 0.0354 0.9713 0.9902 0.8424
2 0.0381 0.9581 0.9871
1 100 0.0217 0.9792 0.9926 0.8826
2 2 0.0193 0.9828 0.9939
1 200 0.0079 0.9949 0.9981 0.9522
2 0.0087 0.9945 0.9975
1 500 0.0033 0.9974 0.9991 0.9767
2 0.0041 0.9955 0.9985
1 0.0548 0.9232 0.9557
2 0.0435 0.9482 0.9693
3 50 0.0435 0.9496 0.9702 0.8872
4 0.0644 0.9227 0.9526
5 0.0532 0.9374 0.9444
1 0.0242 0.9679 0.9467
2 0.0229 0.9680 0.9811
3 100 0.0182 0.9812 0.9400 0.9313
5 4 0.0190 0.9792 0.9919
5 0.0243 0.9683 0.9909
1 0.0180 0.9626 0.9810
2 0.0105 0.9879 0.9808
3 200 0.0182 0.9526 0.9879 0.9636
4 0.0106 0.9843 0.9875
5 0.0130 0.9836 0.9803
1 0.0051 0.9947 0.9961
2 0.0044 0.9961 0.9969
3 500 0.0045 0.9960 0.9968 0.9801
4 0.0045 0.9958 0.9965
5 0.0052 0.9948 0.9958

number of factors increase, when the number of
variables is fixed (Figure 2). The results also show
that the changes of RMS and Pearson correlation
coefficient are more stable for the small numbers
of factors.

As comparing factor structures when the num-
ber of variables is 10, minimum correlation coeffi-
cient is obtained with 5 factors and 50 subjects
(Table 1). A similar situation is observed with 10
factors and 100 subjects and 20 factors and 200 sub-
jects for 20 and 40 variables (Table 2 and Table 3).
These results show that the suggestions as ex-
plained above about the sample size, the number
of variables and factors are important. Otherwise,
the comparison of factor structures may give some
misleading results.

64

The mean change of congruence coefficients
for different sample sizes (50, 100, 200, 500) is il-
lustrated for 10 variables with 2 and 5 factors, 20
variables with 2, 5 and 10 factors, 40 variables
with 2, 5, 10 and 20 factors separately (Figures 3).
‘When the number of variables is 10, CC takes too
close values to 1 and changes from 0.95 to 1 as
sample size increases for 2 and 5 factor situations
separately. For 20 variables, CC is over 0.84 with
2 and 5 factors, it decreases until 0.56 with 10 fac-
tors for small sample sizes (n < 200). For 40 vari-
ables, CC is over 0.75 with 2, 5 and 10 factors, it
decreases until 0.69 with 20 factors for 200 sub-
jects.

The values of GFI are also related to sample
size (Figure 4). When the numbers of factors are 2
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TABLE 2: The averaged values of RMS, Pearson correlation coefficient, CC and GFI for various combinations of
the number of factors and sample size for 20 variables.
Number of Factors Sample Size RMS r ccC GFI
1 50 0.0462 0.9783 0.9915 0.7288
2 0.0533 0.9664 0.9872
1 100 0.0263 0.9851 0.9944 08617
2 2 0.0266 0.9834 0.9940
1 200 0.0122 0.9931 0.9975 0.9259
2 0.0114 0.9938 0.9979
1 500 0.0048 0.9975 0.9991 0.9611
2 0.0055 0.9962 0.9987
1 0.0499 0.9285 0.8562
2 0.0448 0.9322 0.8389
3 50 0.0422 0.9408 0.9255 0.7002
4 0.0414 0.9328 0.9348
5 0.0461 0.9090 0.9006
1 0.0207 0.9699 0.9570
2 0.0199 0.9663 0.8872
3 100 0.0216 0.9623 0.9304 0.8615
4 0.0212 0.9701 0.9289
5 5 0.0213 0.9633 0.9071
1 0.0155 0.9457 0.9538
2 0.0106 0.9854 0.9759
3 200 0.0122 0.9376 0.9104 0.8954
4 0.0183 0.9488 0.9032
5 0.0163 0.9609 0.9476
1 0.0040 0.9933 0.9887
2 0.0037 0.9942 0.9842
3 500 0.0045 0.9924 0.9838 0.9604
4 0.0036 0.9946 0.9932
5 0.0043 0.9864 0.9872
1 0.0319 0.8568 0.8951
2 0.0389 0.8625 0.8631
3 0.0328 0.8394 0.7716
4 0.0275 0.8782 0.8605
5 100 0.0368 0.8645 0.8454 0.7957
6 0.0304 0.8624 0.8536
7 0.0407 0.7499 0.7518
8 0.0423 0.7542 0.8029
9 0.0350 0.7424 0.7926
10 0.0473 0.6425 0.5574
1 0.0264 0.8713 0.8633
2 0.0250 0.8630 0.8608
3 0.0232 0.8402 0.7868
4 0.0195 0.8957 0.8549
5 200 0.0227 0.8603 0.8587 0.7960
10 6 0.0243 0.8399 0.8596
7 0.0249 0.7780 0.7557
8 0.0293 0.7626 0.8015
9 0.0218 0.7742 0.7860
10 0.0297 0.7742 0.5573
1 0.0040 0.9935 0.9628
2 0.0046 0.9920 0.9511
3 0.0037 0.9932 0.9813
4 0.0042 0.9941 0.9532
5 500 0.0044 0.9926 0.9471 0.9479
6 0.0042 0.9935 0.9946
7 0.0042 0.9937 0.9725
8 0.0046 0.9924 0.9720
9 0.0043 0.9938 0.9677
10 0.0046 0.9923 0.9604

Turkiye Klinikleri J Biostat 2012;4(2) 65



Bahar TASDELEN et al. INVESTIGATION OF THE METHODS FOR THE COMPARISON OF FACTOR PATTERNS...

TABLE 3: The averaged values of RMS, Pearson correlation coefficient, CC and GFI for various combinations of
the number of factors and sample size for 40 variables.

Number of Factors Sample Size RMS r cC GFI
2 1 200 0.0148 0.9837 0.9252 08300
2 0.0138 0.9851 0.9484
1 500 0.0095 0.9955 0.9982 09314
2 0.0103 0.9941 0.9978
5 1 0.0161 0.9627 0.8628
2 0.0164 0.9642 0.8697
3 200 0.0145 0.9654 0.9063 0.5879
4 0.0160 0.9656 0.9191
5 0.0136 0.9619 0.9221
1 0.0051 0.9879 0.9658
2 0.0061 0.9871 0.9552
3 500 0.0061 0.9844 0.9549 0.9243
4 0.0056 0.9861 0.9468
5 0.0058 0.9869 0.9544
10 1 0.0172 0.9316 0.7556
2 0.0154 0.9381 0.8312
3 0.0159 0.9313 0.8463
4 0.0143 0.9376 0.8780
5 200 0.0178 0.9277 0.7976 0.8253
6 0.0169 0.9295 0.8268
7 0.0172 0.9235 0.7702
8 0.0169 0.9327 0.8230
9 0.0155 0.9326 0.8231
10 0.0175 0.9236 0.8512
1 0.0065 0.9751 0.9564
2 0.0070 0.9698 0.9057
3 0.0054 0.9729 0.9337
4 0.0053 0.9709 0.9517
5 500 0.0066 0.9754 0.8979 0.9171
6 0.0065 0.9712 0.9256
7 0.0067 0.9729 0.9188
8 0.0067 0.9732 0.9029
9 0.0069 0.9717 0.9514
10 0.0064 0.9718 0.9394
20 1 0.0189 0.8699 0.7505
2 0.0179 0.8873 0.7333
3 0.0134 0.8866 0.8633
4 0.0163 0.8698 0.7776
5 0.0177 0.8710 0.7392
6 0.0162 0.8781 0.7237
7 0.0184 0.8660 0.7701
8 0.0151 0.8872 0.7826
9 0.0166 0.8706 0.7565
10 200 0.0172 0.8637 0.6925 0.8260
1 0.0189 0.8520 0.7363
12 0.0151 0.8898 0.7094
13 0.0217 0.8557 0.8530
14 0.0143 0.8621 0.7562
15 0.0168 0.8759 0.8486
16 0.0170 0.8628 0.7794
17 0.0161 0.8710 0.7132
18 0.0195 0.8657 0.7377
19 0.0155 0.8523 0.8018
20 0.0215 0.8583 0.7013 continued —
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TABLE 3: continued.
Number of Factors Sample Size RMS r cc GFI
1 0.0096 0.9538 0.8479
2 0.0064 0.9442 0.9186
3 0.0064 0.9434 0.9153
4 0.0066 0.9478 0.8512
5 0.0061 0.9498 0.8684
6 0.0057 0.9540 0.9172
7 0.0063 0.9451 0.9127
8 0.0068 0.9459 0.8619
9 0.0063 0.9420 0.8747
20 10 500 0.0076 0.9486 0.8571 0.9152
11 0.0074 0.9397 0.8318
12 0.0069 0.9428 0.8768
13 0.0063 0.9551 0.8623
14 0.0061 0.9445 0.8939
15 0.0073 0.9419 0.8745
16 0.0073 0.9417 0.8079
17 0.0063 0.8572 0.8835
18 0.0062 0.9450 0.8847
19 0.0072 0.9381 0.8647
20 0.0064 0.9466 0.8793
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FIGURE 1: The mean change of RMS coefficients for the numbers of vari-
ables are 10, 20 and 40, the numbers of factors are 2, 5, 10 and 20, sample
sizes are 50,100, 200 and 500.

(See for colored form http://biyoistatistik.turkiyeklinikleri.com/)

and 5, GFI ranges from 0.84 to 0.98 as sample size
increases for 10 variables. On the other hand, it
takes values in the interval 0.70-0.96 and 0.59-0.93
for 20 and 40 variables separately.

Turkiye Klinikleri J Biostat 2012;4(2)

FIGURE 2: The mean change of correlation coefficients for the numbers of
variables are 10, 20 and 40, the numbers of factors are 2, 5, 10 and 20, sam-
ple sizes are 50,100, 200 and 500.

(See for colored form http://biyoistatistik.turkiyeklinikleri.com/)

I CONCLUSION

In addition to finding common structure of data
set, factor analysis is used as a data reduction tech-
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FIGURE 3: The mean change of congruence coefficients for the numbers of
variables are 10, 20 and 40, the numbers of factors are 2, 5, 10 and 20, sam-
ple sizes are 50,100, 200 and 500.

(See for colored form http:/biyoistatistik.turkiyeklinikleri.com/)

nique to explain variability among observed vari-
ables in terms of fewer unobserved variables (fac-
tors). Increase in the number of factors along
variables is not expected or wanted. When the fac-
tor analysis is done the relationship between the
number of variables and sample size should be no-
ticed. There are different approaches in the litera-
ture about the minimum sample size needed to
conduct factor analysis. Some have suggested the
ratio of sample size to number of variables was no
lower than 5.% Some have recommended at least
150 - 300 cases. Froman (2001) recommends at least
300 cases.’’ Another important task for factor
analysis is to determine the number of factors. Al-
though there are also different approaches in the
literature, the number of factors should not exceed
half the number of variables.?? Thurstone recom-
mended at least three variables per factor for doing
explanatory factory analysis.”

Since the techniques used for the comparison
of factor structures were investigated in this study,
we could not ignored the relationships between the
coefficients (RMS, CC, r, GFI) and sample size, the
number of variables and factors. Some researchers
have investigated the effect of the sample size, the
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FIGURE 4: The mean changes of GFI for the numbers of variables are 10,
20 and 40, the numbers of factors are 2, 5, 10 and 20, sample sizes are
50,100, 200 and 500.
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data variance covariance;

input m1-m10;

cards;
1.00.80.80.80.80.20.20.20.20.2
0.81.00.80.80.80.20.20.20.20.2
0.80.81.00.80.80.20.20.20.20.2
0.80.80.81.00.80.20.20.20.20.2
0.80.80.80.81.00.20.20.20.20.2
0.2020.20.2021.00.80.80.80.8
0.20.20.20.20.20.81.00.80.80.8
0.20.20.20.20.20.80.81.00.80.8
0.20.20.20.20.20.80.80.81.00.8
0.20.20.20.20.20.80.80.80.8 1.0

s

data means;
input ml;
cards;

0

TOoO oo oo oo oo

>
%inc 'c:\Documents and Settings\XP\Belgelerim\My SAS Files\9.1\mvn.sas';
Y%mvn(varcov=variance_covariance, means=means,

n=50,sample=factorn50v10p2)

APPENDIX-I: A multivariate normal random data generation for 10-variable
and 2-factor model assuming standart normal distribution for all variables.

Turkiye Klinikleri ] Biostat 2012;4(2)



INVESTIGATION OF THE METHODS FOR THE COMPARISON OF FACTOR PATTERNS...

number of variables, and the number of factors on
the sampling distribution of congruence coeffi-
cients.*?? However, the superiorities of the congru-
ence coefficient, Pearson correlation coefficient,
RMS and SEM statistics have not been investigated
together yet. Hence, the question about which sta-
tistics are more affected from the sample size, the
number of variables, and the number of factors has
been examined in this study.

If we compare all the results of RMS, r, CC and
GFI, we can recommend that the ratio of sample
size to number of variables is no lower than 10 and
the ratio of the number of variables to number of
factors extracted is greater than two (p > 2f; p: num-
ber of variables, f: number of factors). Furthermore,
whatever the number of variables and the number

Bahar TASDELEN et al.

of factors are, all index and coefficients take stable
and optimum values with 500 subjects. The results
found in this study have shown that all indexes and
coefficients are concordant themselves.

This study may be explanatory for the re-
searchers who want to know which criteria is more
reliable for the comparison of similar factor struc-
tures in the cross-cultural studies and which com-
binations of the sample size, the number of
variables, and the number of factors must be used
to obtain acceptable and reliable results.

In this study, the sampling distributions of
these coefficients have been evaluated assuming
high similarity between two factor structures. Fur-
ther investigation may be carried out under poor

similarity between two factor structures.
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