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ABSTRACT Objective: Classification is one of the most im-

portant research topics of machine learning that aims to correctly 

predict the target class for each case in the data. In this study, clas-
sification performances of fuzzy inference systems that learn from 

experts and machine learning methods that learn from the data were 

compared in different sample sizes. Material and Methods: This 
study was planned as a methodological research. The machine 

learning algorithms used in the comparison are Multilayer Percep-

tron, Random Forest, Support Vector Machine, which are frequent-

ly encountered classifiers in the literature. The dataset were gener-

ated for 6 (sex, chest pain type, max heart rate, exercise induced, 

oldpeak and major vessels) independent variables determined by 
variable importance, preserving the characteristics of heart disease 

data in the University of California Irvine database. Sample sizes 

were determined in four different sizes as 100, 250, 500 and 1,000. 
The datasets were divided into two separate sets randomly, with 

70% training set and 30% test set. In fuzzy inference systems, the 

fuzzy rules were automatically generated and Chi's technique was 
used to create the rules. Accuracy, precision, sensitivity and F-

measure were used as performance metrics for classification to 

compare four methods. Results: As a result of the study, it had 
been observed that fuzzy inference systems are affected by the 

sample size, and the classification performance is better than other 

methods as the sample size increases. Conclusion: In general, it has 
been observed that as the sample size increased, the classification 

performance of the methods increased. 
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ÖZET Amaç: Sınıflandırma, veri setinde her gözlem için hedef 

sınıfı doğru tahmin etmeyi amaçlayan makine öğrenmesinin en 

önemli araştırma konularından biridir. Bu çalışmada, uzmandan 
öğrenen bulanık çıkarsama sistemleri ile veriden öğrenen makine 

öğrenmesi yöntemlerinin farklı örnek büyüklüklerinde sınıflandır-

ma performansları karşılaştırılmıştır. Gereç ve Yöntemler: Bu ça-
lışma metodolojik bir araştırma olarak planlanmıştır. Karşılaştırma-

da kullanılan makine öğrenmesi algoritmaları literatürde sıklıkla 

karşılaşılan sınıflandırıcılar olan; Çok Katmanlı Algılayıcı, Rastge-

le Orman ve Destek Vektör Makinesi yöntemleridir. Bu çalışmada, 

University of California Irvine (UCI) makine öğrenmesi veritaba-

nında yer alan kalp hastalığı verisinin özellikleri korunarak değiş-
ken önemine göre belirlenen 6 bağımsız değişken (cinsiyet, göğüs 

ağrı tipi, maksimum kalp atım hızı, egzersizin neden olduğu anjin, 

oldpeak ve ana damar sayısı) için türetilen veriler kullanılmıştır. 
Örneklem büyüklükleri 100, 250, 500 ve 1000 olmak üzere dört 

farklı büyüklükte belirlenmiştir. Veri seti %70 eğitim ve %30 test 

seti olmak üzere ikiye ayrılmıştır. Bulanık çıkarsama sistemlerinde 
kurallar otomatik olarak oluşturulmuş olup, kuralların oluşturulma-

sında Chi’nin tekniğinden yararlanılmıştır. Dört yöntemin karşılaş-

tırılmasında, sınıflandırma performans ölçütleri olarak doğru sınıf-
lama oranı, kesinlik, duyarlılık ve F-ölçütü kullanılmıştır. Bulgu-

lar: Çalışma sonucunda, bulanık çıkarsama sistemlerinin örneklem 

sayısına daha duyarlı olduğu, örneklem büyüklüğü arttıkça sınıfla-
ma performansının da diğer yöntemlere göre iyi olduğu gözlenmiş-

tir. Sonuç: Genel olarak ise örneklem büyüklüğü arttıkça, yöntem-

lerin sınıflama performanslarının arttığı gözlemlenmiştir. 
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In computer systems, learning can be achieved in 2 different ways. One is learning from the data which 

is accepted as based on machine learning science and the other is learning based on the expert opinion. When 

data is available, it is possible to make the required inferences with machine learning methods, otherwise 

methods that benefit from expert opinion should be used.
1
 

Fuzzy logic provides a broader, multidimensional framework for classical logic approach which can be 

inadequate to solve uncertainty problems. Accordingly, sharp lines in classical logic turn into clusters whose 

boundaries are not crisp. Fuzzy inference systems (FIS) can be defined as systems that are used for modeling 

the fuzzy logic approach and that contain rules and associations with all of the inputs.
2,3

 They need expert 

opinion and not an emphasis on learning process, and they are considered as an intuitive solution with these 

features.
1-3

  

In the present study, classification performances of FIS that learn from experts and machine learning 

methods that learn from the data were compared in different sample sizes using the heart disease dataset. 

Machine learning algorithms used in the comparison are multilayer perceptron (MLP), support vector 

machine (SVM) and random forest (RF), which are applied in the literature frequently. Recently, these 

methods are used in a variety of heart disease applications. 

    BACKGROUND 

FIS 

FIS can be defined as systems that contain rules and sets, which are used to model the fuzzy logic approach, 

which relate all of the inputs to the output. Fuzzy systems are successfully implemented in many areas such 

as expert systems, decision support systems, automatic control systems, image recognition and robotics.
1,2

 

IF-THEN rule structure is one of the most important term in fuzzy systems. The system based on fuzzy 

rules is quite useful in modeling some complex systems based on human perception. Ultimately, it can be 

reduced to a simple set of rules as shown in Table 1.
4,5 

 

TABLE 1: The canonical form for fuzzy rule-based system. 
 

Rule 1: IF  condition      THEN  restriction     

Rule 2: IF  condition      THEN  restriction     

.  

.  

.  

Rule r: IF  condition      THEN  restriction     

 

The fuzzy rule-based system is most convenient in the process of modeling some complex systems. 

Based on the input variable, a restriction is made on the output variable within certain conditions. 

Restrictions are usually expressed with “and, or, else” and are applied to the results of the rules.
4,5

 

A FIS is basically composed of 4 steps: fuzzification, rule fitting, aggregation and defuzzification, 

respectively. As a result of the classification of the consequent parts of the rules formed in the FIS based on 

linguistic expressions, 3 basic inference methods which are widely used are constructed: Mamdani, Takagi-

Sugeno and Tsukamoto.
4-9

 

MLP 

MLP is the most used supervised learning model among artificial neural network models which is developed 

by Rumelhart et al.
10

 MLP model has an input layer, a single or more hidden layer(s) and an output layer. 
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These networks are instructed both inputs and outputs which should be produced in return for those inputs 

during training.
11 

SVM 

SVM are used in both classification and regression analysis in the literature, but it is generally used for 

classification. This method is based on a supervised learning model. It can be used in core functions 

depending on the type of data in the process of the algorithm. In this way, both linear and nonlinear 

classifications can be performed.
11,12 

RF 

RF is a method that consists of more than one decision tree and performs depending on the decision trees. In 

this method, each tree with a similar distribution processes the data independently. In the classification 

process, the most popular class is determined by voting from each tree.
11,13 

    MATERIAL AND METHODS 

DATASET 

The dataset used in our study is the Heart disease dataset from Statlog (270 patterns) from the University of 

California Irvine (UCI) database. The dataset consists of a total of seven variables, 6 independent variables 

and a dependent variable which refers to the presence or absence of heart disease in the patient. Detailed 

information on these variables is presented in Table 2.  

In this study, which was planned as a methodological study, data were generated for 6 (sex, chest pain 

type, max heart rate, exercise induced, oldpeak and major vessels) independent variables determined by both 

clinical importance and variable importance, preserving the characteristics of heart disease data in the UCI 

database.
14

 While 44.4% of the patients in the study had heart disease, 55.6% did not, and this ratio was 

preserved when simulated the data for all sample sizes. 

 

TABLE 2: Input variables in dataset. 
 

Input variables Description 

Sex Two categories: male, female 

Chest pain type Four categories: typical angina, atypical angina, non-anginal pain, asymptomatic 

Max heart rate Maximum heart rate achieved 

Exercise induced Two categories: yes, no 

Oldpeak ST depression induced by exercise relative to rest 

Major vessels Number of major vessels (0-3) colored by flourosopy         

 

PERFORMANCE MEASURES 

In order to compare the classification performances of the methods, accuracy, precision, recall and F-

measure were calculated as follows: 
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where TP = true positives, TN = true negatives, FP = false positives and FN = false negatives. 

EVALUATION PROCESS 

The simulated data were generated in different sample sizes such that n=100, 250, 500, 1,000. The datasets 

were divided into 2 separate sets randomly, with 70% training set and 30% test set. Accuracy, precision, 

sensitivity and F-measure were used as performance metrics for classification to compare four methods. 

Each scenario for machine learning methods were repeated 1,000 times. 

Hyperparameters for all methods were as follows. In MLP, number of units in the hidden layers was 5, 

maximum of iterations to learn was 50, learning rate was 0.3 and momentum was 0.7. In SVM, type was C-

classification, kernel was radial and gamma was 0.1 whi. In RF, the number of trees was 100 and the number 

of randomly selected variables as candidates to split a node was determined as p/3 for regression, where p 

equals the number of variables. In FIS, the fuzzy rules were automatically generated and Chi’s technique 

was used to create the rules.
15

 The rules were created separately for the 4 different sample size settings 

previously mentioned. The number of rules established for 100, 250, 500 and 1,000 sample sizes were 47, 

67, 97 and 108, respectively. In this study, Mamdani inference method was used as the fuzzy inference types 

and weighted average method was used as the defuzzification method in the analysis of the FIS. 

The fuzzy rules were automatically generated in the open source program called as KEEL v3.0 

(Knowledge Extraction based on Evalutionary Learning).
16,17

 R 3.3.2 programming language was utilized to 

analyze the data.
18 

R packages used in the analysis of MLP, RF, SVM and FIS algorithms were “RSNNS”, “party”, 

“randomForest”, “e1071” and “frbs”, respectively.
19-25

  

    RESULTS 

The simulation results for n=100, 250, 500, 1,000 were given in Table 3. 

 

TABLE 3: The performance metrics of classifiers with changing of sample size. 
 

MLP: Multilayer perceptron; RF: Random forest; SVM: Support vector machines; FIS: Fuzzy information systems. 

Sample size (n)  Accuracy Precision Recall F-measure 

n=100 MLP 0.767 0.846 0.687 0.758 

RF 0.746 0.832 0.711 0.762 

SVM 0.780 0.761 0.807 0.776 

FIS 0.760 0.871 0.760 0.772 

n=250 MLP 0.816 0.817 0.809 0.812 

RF 0.794 0.750 0.776 0.756 

SVM 0.793 0.757 0.743 0.747 

FIS 0.746 0.745 0.746 0.745 

n=500 MLP 0.818 0.815 0.817 0.815 

RF 0.792 0.763 0.755 0.757 

SVM 0.804 0.787 0.821 0.801 

FIS 0.781 0.780 0.781 0.780 

n=1,000 MLP 0.873 0.888 0.879 0.873 

RF 0.881 0.883 0.873 0.856 

SVM 0.888 0.902 0.897 0.894 

FIS 0.899 0.904 0.899 0.900 
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Instead of interpreting the precision and recall criteria separately, it is preferable to make an 

interpretation according to the F-measure, which is the harmonic mean of the precision and recall. In 

addition to the F-measure, the most commonly used classification performance metric is accuracy. These 2 

criteria were used in the study as an evaluation metrics in interpreting the results. 

When sample size was 100, SVM had the highest accuracy value with 0.780 and was followed by MLP, 

FIS and RF algorithms. According to F-measure, SVM obtained the best result with 0.776, the following 

algorithms are FIS, RF and MLP respectively. When sample size was 250, MLP performed better than the 

other algorithms used in comparison with the values of 0.816 accuracy and 0.812 F-measure. When sample 

size was 500, MLP performed better than the other algorithms used in comparison with the values of 0.818 

accuracy and 0.815 F-measure. The MLP algorithm was followed by SVM, RF and FIS, respectively. 

Finally, when the sample size was 1,000, all algorithms performed fairly well. However, FIS algorithm 

performed better than other algorithms with 0.889 of accuracy and 0.900 of F-measure. 

    DISCUSSION 

There are many examples of using machine learning methods in the literature related to healthcare field. 

However, the number of studies using fuzzy logic is much less. Adeli and Neshat designed a system based 

on fuzzy rules for heart disease diagnosis.
26

 They used V.A. Medical Center database which has 11 input 

variables and one output variable. The output variable refers to the presence or absence of heart disease. The 

fuzzy system predicted 94% of patients correctly. 

Barman and Choudhury presented a fuzzy rule based system for the diagnosis of the heart disease.
27

 The 

proposed system has seven input variables and one output variable. They created three membership functions for 

prediction process of heart disease and selected one of them which has the minimum value of absolute residual.  

Bhatla and Jyoti designed a system to predict heart disease. In their dataset, there were many variables 

related to the heart disease, so they aimed to generate a system which used to reduce number of attributes 

automatically and then predict heart disease.
 
The aim of the created system was to obtain the best predictive 

model with less variables. In the study, the prediction rate was 99.6% with the 15-variable model, 96.6% with 

the 13-variable model, 99.2% with the 6-variable model and 100% with the 4-variable (recommended) model.
28

   

Kumari and Sunita used Artifical Neural Networks, Fuzzy Logic and Neuro-Fuzzy Integrated Approach 

to diagnose heart disease and compared their results. The used ten input variables and one output variable. 

They achieved the best result with neuro-fuzzy integrated approach.
29 

In our study, datasets consisting of 6 input and one output variables with 100, 250, 500 and 1,000 

sample sizes were used. Classification performances were tested on these datasets by using MLP, RF, SVM 

and FIS methods. The best performance was achieved with the FIS method in a 1,000-sample size dataset. 

The accuracy of the model was found to be 89.9% and the F-measure as 90.0%. 

    CONCLUSION 

Machine learning methods and FIS are widely used methods in healthcare field. In this study, classification 

performances of the most frequently used machine learning methods and FIS were compared in different 

sample sizes. 

In datasets with 100, 250 and 500 sample sizes according to the performance criteria of this study, 

accuracy and F-measure, SVM and MLP were better than the other 2 algorithms. The FIS algorithm yielded 

better results in large datasets. In this study, it was seen that FIS is the best method of giving results in a 

dataset with 1,000 sample sizes. FIS was followed by SVM, MLP, RF respectively. 

There are many methods and algorithms used in machine learning. The results of these algorithms vary 

depending on the dataset, data preprocessing, and selection of parameters. In this study, FIS showed the best 
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result in the large sample size but the number of independent variables and the sample size can be increased 

in future studies in order to obtain better classification performance. Furthermore, the selected algorithm 

parameters can be changed and compared. In addition, it can be aimed to increase the classification success 

of the model by creating more rules in the analyses using FIS. 
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