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Two-Stage Genetic Algorithm in
the Analysis of Biochemical Relations

Biyokimyasal Iligkilerin Analizinde
Iki Asamali Genetik Algoritma Yéntemi

ABSTRACT Objective: Nonlinear regression analysis is usually used in medical or biochemical areas in
order to estimate unknown parameters. Ordinary least squares method can be considered for parameter
estimation. However, efficient parameter estimates can not be obtained with the help of this method
when errors are autocorrelated. In this paper, a method called two-stage genetic algorithm (TSGA) is pro-
posed in order to obtain efficient parameter estimates. Material and Methods: Two-stage least squares
(TSLS) method is preferred in order to overcome the autocorrelation problem. However, the method
has some problems in the parameter estimation process if initial values of parameters are not known.
Therefore, TSGA can be used in the presence of unknown initial values for nonlinear parameters. In this
paper, two data sets taken from Faculty of Pharmacy have been examined on a preferred nonlinear model
and it has been noticed that residuals are autocorrelated. Because of both unknown initial values of pa-
rameters and the autocorrelation problem among errors, TSGA method has been applied by using MAT-
LAB 7.1. Results: The results obtained by using genetic algorithm (GA) and TSGA have been compared
in view of the correlograms. p-values in the correlograms obtained from GA are <0.001 for all lags. This
means that the autocorrelation problem exists among errors. However, p-values in the correlograms ob-
tained from TSGA are greater than o=0.05 for all lags. This means that the autocorrelation problem is re-
moved. Moreover, mean squared error values for TSGA (4.86 and 0.03) are smaller than mean squared
error values for GA (11.28 and 0.04). Conclusion: It can be concluded that TSGA can give efficient pa-
rameter estimates in the presence of autocorrelated errors.
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OZET Amag: Dogrusal olmayan regresyon analizi, genellikle medikal ya da biyokimyasal alanlarda bi-
linmeyen parametreleri tahmin etmek i¢in kullanilir. Parametre tahmini i¢in alisilagelen en kiigiik ka-
reler yontemi kullanilabilir. Ancak, hatalarin otokorelasyonlu oldugu durumlarda bu yontem ile etkin
parametre tahminleri elde edilemeyebilir. Bu ¢aligmada, etkin parametre tahminleri elde etmek igin
iki agamali genetik algoritma (IAGA) olarak adlandirilan bir yontem onerilmistir. Gereg ve Yontemler:
Otokorelasyon sorununun iistesinden gelmek icin iki asamali en kiiciik kareler ([AEKK) y6ntemi 6ne-
rilir. Ancak, eger bu analiz siirecinde parametrelerin baslangi¢ degerleri 6nceden bilinmiyorsa bu yon-
temin kullaniminda bazi sorunlarla kargilagilir. Bu nedenle, dogrusal olmayan parametrelerin baslangi¢
degerleri bilinmediginde TAGA kullanilabilir. Bu ¢aligmada, Eczacilik Fakiiltesi'nden alinan iki veri kii-
mesi, 6nerilen dogrusal olmayan bir model iizerinde incelenmis ve parametre kestirimi sonucu ortaya
¢ikan artiklarin otokorelasyonlu oldugu goriilmiistiir. Bu nedenle, hem parametreler i¢in baslangig de-
gerlerinin bilinmemesi hem de otokorelasyon sorunu nedeniyle MATLAB 7,1’de bir program olustu-
rularak IAGA yontemi uygulanmistir. Bulgular: Genetik algoritma (GA) ve IAGA kullanilarak elde
edilen sonuglar, artiklarin korelogramlar1 géz 6niinde bulundurularak karsilagtirilmistir. GA ile elde
edilen korelogramlarda tiim gecikmeler i¢in p-degerlerinin <0,001 oldugu belirlenmistir. Bu durum,
otokorelasyon sorununun varligini belirtmektedir. Ancak, IAGA kullanilarak elde edilen korelogram-
larda tiim gecikmeler i¢in p-degerlerinin a=0,05’den oldukg¢a biiyiik ¢ikmasi, otokorelasyonun ortadan
kalktigin gostermektedir. Bunun yaninda, IAGA’dan elde edilen hata kareler ortalamas: degerleri (4,86
ve 0,03), GA’dan elde edilen hata kareler ortalamas: degerlerinden (11,28 ve 0,04) kiiciiktiir. Sonug:
IAGA’nin otokorelasyonlu hatalarin varliginda etkin parametre tahminlerini verebildigi kararina var-
ilabilir.

Anahtar Kelimeler: Dogrusal olmayan dinamikler; regresyon ¢oziimlemesi; en kiigiik kareler analizi
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onlinear regression analysis is usually used

in medical or biochemical areas in order to

estimate unknown parameters. A nonlin-
ear regression model has unknown parameters (Gj)
at least one of which exists in nonlinear form in the
model

y=f(x.0)+e. (1)

For nonlinear parameter estimation it is nec-
essary to minimize the objective function S(6)
given as

S(0)=(y-£(x.0)) (y-f(x.0)). )

Gauss-Newton, which is one of the most
widely used algorithm for nonlinear parameter es-
timation, is not easily controllable by practioners.
It requires much auxiliary information to work
properly."? Moreover, it may not be convergent or
it may only converge to a local optimum. Because
of all the limitations, genetic algorithm (GA) can
be used for nonlinear parameter estimation.

GA, first introduced by John Holland in the
early seventies, is a powerful stochastic algorithm
based on the principles of natural selection and nat-
ural genetics which has been quite successfully ap-
plied in machine learning and optimization
problems.® GA begins with a collection of parame-
ter estimates (called a chromosome) and each is
evaluated for its fitness in solving the given mini-
mization task. At each generation (algorithm
timestep), the most fit chromosomes are allowed to
mate and bear offspring. The children (new pa-
rameter estimates) then form the basis for the next
generation. The biological analogy suggests that
such a procedure will be likely to lead to workable
solutions for complex nonlinear problems.*

In GA for nonlinear problems the parameters
are encoded into genes and chromosomes as a
fixed-length binary string. The length of the string
depends on the domain of the parameters and the
required precision. The initial values of the param-
eters are randomly assigned. Therefore, N chromo-
somes are generated as random binary strings at the
beginning of the estimation process. If it is neces-
sary to decode a binary string into a real number,
then the binary string can be converted from the
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base two to the base ten and the real value of the
corresponding parameter can be calculated. When
the number of parameters is greater than one, the
string of each parameter can be united into a single
string and this can be solved as parameter vector
on its own.>*

GA includes three types of genetic operators
given as follows:

= Selection chooses chromosomes in the pop-
ulation for reproduction. The selection strategy is
chiefly based on the fitness level of the chromo-
somes actually presented in the population. There
are many different selection strategies based on fit-
ness. These are the rank selection, the tournament
selection, the fitness-proportionate selection etc.
The rank selection strategy used in this paper is
based on the rank of the fitness values of the ob-
jective function S(#) of chromosomes in the popu-
lation. If S(6,¢) is the value of the objective
function S(6) of the chromosome 6, in the popula-
tion at generation ¢ and 7,() is the rank of S(0;,7) by
sorting {S(0,,0); i = 1, 2, ..., n} descendingly, then
the probability that chromosome 6; will be selected
into the next generation of the population as a par-
ent to be operated on by genetic operators is

2n,(t)

r(0,,6)=——2_ ®3)
N(N+1)

where N is the population size, i.e., the number of

chromosomes in the population.®*

= Crossover randomly chooses a locus and ex-
changes the subsequences before and after the
locus between two chromosomes to create two off-
spring. If two chromosomes given as

6, =(10000100) and 6, =(11111111)

are crossed over after the third locus in each, then
two resulting offspring will be

6/ =(10011111) and 6 = (11100100).

The operator roughly mimics the biological re-
combination between two single-chromosome
(haploid) organisms.’

® Mutation randomly flips some of the bits in
a chromosome. If a chromosome defined as
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FIGURE 1: The structures of the ligands. (a) Nile blue, (b) Methylene blue.®

(00000100) is mutated in its second position, then
it will be (01000100). The operator can occur at
each bit position in a chromosome with some prob-
ability, usually very small.>

I MATERIAL AND METHODS

Butyrylcholinesterase (BChE) is a serine hydrolase
abundant in liver and plasma. It is expressed in a
variety of other tissues including the central nerv-
ous system. Although it is originally presumed to
serve mainly as a scavenger of xenobiotics, it has
more recently been implicated in neurogenesis and
overall brain function including the progression of
Alzheimer’s disease.® In this paper, a biochemical
nonlinear regression model is examined by evalu-
ating two dyes which act as complex inhibitors of
human plasma cholinesterase (BChE). These two
dyes are called nile blue (NB), which is a cationic
phenoxazine dye, and methylene blue (MB), which
is the structurally related phenothiazine.® Their
chemical structures are given in Figure 1.

Two data sets related to NB and MB have been
got from Faculty of Pharmacy. The data sets are
based on a system of chemical reaction given in
Figure 2.

In Figure 2, (E) is the catalyst and it produces
(P) from the substance (S). The velocity of the ex-
istence of (P) depends on the concentration of (E)
and (S). However, the substance (I) prevents the
existence of (P) by interacting one or more ways
with (E). The velocity of transformation from (S)
to (P) can be modelled as

KKK,V S
= 2> 4)
KKK, (K, +8S)+ (K KK, +K K, S)[+K,K I
where V.. = 6, K =~ 40, S and I are independent

variables. Since the initial values of parameters (K;,
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Me)N N(Me),
K. Ky
E+S == ES — E+P
K|H:I K “ +1
Ka KKK Bko
IEl == IE + S == IES —> EI+P
S

FIGURE 2: System for 2-site mixed inhibiton.®

Ky, K3) are not known it is considered that GA can
be used to estimate the parameters.

In this paper, two-stage genetic algorithm
(TSGA) is proposed as a new approach for nonlin-
ear parameter estimation in the presence of auto-
correlated errors in pharmacology. TSGA method
which is explained below can be applied by using
MATLAB7.1.

In the model (1) errors can be autocorrelated.
Specifically, errors have the autoregressive form
AR(q)

.
& e, ¥ ey et age, =6 ,1=0, £1, 2, ., (5)

where ¢, is independently and identically distrib-
uted random variable with mean zero and variance

2
o

The parameter estimators can not be efficient
when errors are autocorrelated.”® In order to over-
come this problem TSGA can be used. This method
is similar to two-stage least squares (TSLS) proposed
by Gallant and Goebel.” TSGA is given as follows:

® Residuals (e;) are obtained by using GA for
the model (1).

51



Barig ASIKGIL et al.

" Estimated autocovariances are calculated by
using

) 1 n-h
7(h):;Zeiei+h s h=0,1 .. 4q, ©®)
i=1

where n is the sample size, q is the lag value and /
denotes the lag of residuals.

B (g x ¢) dimensional estimated variance-co-
variance matrix and (¢ x 1) dimensional estimated
autocovariance vector of errors are obtained as

7(0) (1) B CRR))

N 71 7(0 - Plg-2 i

6 70 TP T GG s ] (7)
Ag-1) 7q-2) = 70)

= By using Yule-Walker equations estimated
parameters of equation (5) are obtained as

a--15, . &=+, ®)

= By using the Cholesky method r, =13;é,
is obtained and (n x n) dimensional weight matrix
is defined as

- — . -
6P 0
q
a, a,, a 1
P= a, a,, a 1 , 9)
a, a,, a, 1

where the first row contains g rows.
Then, the method continues with the second stage:

= By using the weight matrix some transfor-
mations are made

w=Py , g(x.0)=Pf(x,0) , v="Pe. (10)
5 A new model is obtained as

w=g(x,0)+v. (11)

TWO-STAGE GENETIC ALGORITHM IN THE ANALYSIS OF BIOCHEMICAL RELATIONS

The two-stage estimator of parameters can be ob-
tained by using GA for the new model.

I RESULTS

The results obtained by using GA and TSGA are
given in Table 1. According to Table 1, there are
two different data sets which are related to NB in-
cluding 72 observations and MB including 113 ob-
servations. The estimated values of parameters K,
Ky, K3 for NB by using GA are given as 0.69, 3.99,
0.01, respectively. The mean squared error (MSE)
value and the mean absolute error (MAE) value are
obtained as 11.28 and 2.21 by using the parameter
estimates. On the other hand, GA gives 0.90, 3.54
and 0.29 as the parameter estimates for MB. Also, it
is clear that MSE and MAE values are obtained as
0.04, 0.16, respectively. It can be seen by compar-
ing the MSE and MAE values for NB and MB that
the two data sets have different behaviours about
fitting the model given in (4).

In order to check the assumptions some graphs
are examined and the correlograms of residuals are
given in Figure 3 for both NB and MB. It can be
seen from Figure 3 that the residuals for NB and
MB are autocorrelated as AR(1) since the first lags
are out of the confidence limits and also, the p-val-
ues are smaller than 0.001 both for NB and MB.
Therefore, TSGA can be used as a new approach to
estimate the parameters in order to overcome the
autocorrelation problem.

After using TSGA, the estimated values of pa-
rameters Ky, Ky, K3 for NB are 2.02, 5.25, 0.003, re-
spectively. TSGA causes a decrease of MSE and
MAE values which are obtained as 4.86 and 1.43.
On the other hand, TSGA gives 1.40, 5.61 and 0.19
as the parameter estimates for MB. Again, a de-
crease of MSE and MAE which are obtained as 0.03
and 0.14 can be seen by examining Table 1.

TABLE 1: Parameter estimation results by using GA and TSGA.

n K1
NB 72 :
A 0.69
MB 113 0.90
NB 72 2.02
TSGA
MB 113 1.40

K2 K3 MSE MAE
3.99 0.01 11.28 2.21
3.54 0.29 0.04 0.16
5.25 0.003 4.86 1.43
5.61 0.19 0.03 0.14
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Autocorrelation  Partial Correlation AC  PAC GC-Stat Prob Autocorrelation  Partial Cormrelation AC  PAC Q-Stat Prob
| === 1 0570 0570 24.353 0.000 1 D445 0445 22952 0.000
[yl 2 0204 -0179 27.517 0.000 2 0270 0.080 31.454 0.000
g 3-0.029 -0.098 27.582 0.000 3 0.262 0.141 39.581 0.000
g 4-0.201 -0.158 30.749 0.000 4 0182 0.010 43526 0.000
L 5-0.184 0.048 33.435 0.000 5 0.034 -0.112 43666 0.000
g 6 -0.148 -0.070 35213 0.000 6 -0.040 -0.082 43.857 0.000
g 7 -0.134 -0.074 36.686 0.000 7 -0.018 0.015 43.855 0.000
g 8-0.138 -0.102 38.278 0.000 8 -0.047 -0.020 44.167 0.000
g 9-0.175 -0.113 40.679 0.000 9-0.171 -0.142 47.837 0.000
g 10 -0.204 -0.117 44,467 0.000 10 -0.038 0126 48.019 0.000
g 11 -0.226 -0.146 45.932 0.000 11 0067 0.114 48597 0.000
g 12 -0.226 -0.146 53.462 0.000 12 0.090 0.089 49648 0.000
[ 13 -0.122 -0.020 54.814 0.000 13 0.080 0D.014 50484 0.000
L 14 0.006 -0.021 54.618 0.000 14 0.066 -0.062 51.057 0.000
g 15 0.080 -0.068 55418 0.000 15 -0.029 -0.169 51.172 0.000
a b

FIGURE 3: Correlograms of residuals obtained from GA. (a) Nile blue, (b) Methylene blue.
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Autocorrelation  Partial Correlation AC  PAC OQ-Stat Prob
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FIGURE 4: Correlograms of residuals obtained from TSGA. (a) Nile blue, (b) Methylene blue.

Apart from the decrease of MSE and MAE val-
ues, it has to be observed for efficient parameter es-
timates that the autocorrelation problem is
removed. After using TSGA, some graphs are ex-
amined and the correlograms of residuals are given
in Figure 4 in order to check the situation. It can be
seen from Figure 4 that the p-values of the first lags
for NB and MB are obtained as 0.953 and 0.673, re-
spectively. These values are greater than a=0.05.
Also, both the p-values of all lags given in Figure 4
are greater than 0=0.05 and no lags are out of con-
fidence limits for NB and MB. These results specify
that there is no autocorrelation among errors ob-
tained from TSGA.

I DISCUSSION AND CONCLUSION

The violations of assumptions in regression analy-
sis are usually seen in the examination of real data

Turkiye Klinikleri J Biostat 2012;4(2)

sets. Especially, the autocorrelation problem among
errors can be met in medical areas. A big problem
can emerge when parameter estimation is consid-
ered in the presence of autocorrelated errors. The
model can be estimated inaccurately. Also, the
comments and the decision about an experiment
can guide the researchers to a different way. There-
fore, in these cases the autocorrelation problem
should be removed in order to obtain efficient pa-
rameter estimates.

Estimation of nonlinear parameters is a process
that should be examined carefully. There are sev-
eral numerical methods that can be used in non-
linear parameter estimation, but they are not
efficient in the presence of autocorrelated errors.
TSLS method is proposed for this case. However, if
the initial values of the parameters in nonlinear re-
gression are not known TSLS can not give efficient
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results. Therefore, GA is evaluated for the problem
of unknown initial values and TSLS method is
modified as TSGA in this paper.

According to the numerical example and the
results, TSGA overcomes both the problems of au-
tocorrelation and unknown initial values for non-
linear parameters. It can be seen from the last
correlograms that there is no more autocorrelation
problem. Also, both MSE and MAE values de-
crease by using TSGA. This is a sign for efficient
parameter estimation. Moreover, if TSLS is used by
taking randomly chosen initial values instead of
TSGA for the complex nonlinear model, then the

TWO-STAGE GENETIC ALGORITHM IN THE ANALYSIS OF BIOCHEMICAL RELATIONS

algorithm may be reached to a local optimum near
the initial values instead of the global optimum.
This causes different and inaccurate parameter es-
timates.

To sum up, it can be said that TSGA can be
used for better parameter estimation when the ini-
tial values of parameters are not known and there
is an autocorrelation problem among errors.
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